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PREFACE 

On April 25-27, 1989, over a hundred mathematicians, including eleven 
from abroad, gathered at the University of Illinois Conference Center at 
Allerton Park for a major conference on analytic number theory. The occa­
sion marked the seventieth birthday and impending (official) retirement of 
Paul T. Bateman, a prominent number theorist and member of the mathe­
matics faculty at the University of Illinois for almost forty years. For fifteen 
of these years, he served as head of the mathematics department. 

The conference featured a total of fifty-four talks, including ten in­
vited lectures by H. Delange, P. Erdos, H. Iwaniec, M. Knopp, M. Mendes 
France, H. L. Montgomery, C. Pomerance, W. Schmidt, H. Stark, and R. 
C. Vaughan. This volume represents the contents of thirty of these talks as 
well as two further contributions. The papers span a wide range of topics 
in number theory, with a majority in analytic number theory. 

The conference was made possible by grants from the National Science 
Foundation, the National Security Agency, the Institute for Mathematics 
and Applications, the College of Liberal Arts and Sciences, and the De­
partment of Mathematics at the University of Illinois. We are grateful 
to these agencies and institutions for their support. We also extend our 
thanks to the directors of the Allerton Park Conference Center, Jennifer 
and Gary Eickman, and their staff for their help in preparing the conference 
and for ensuring a pleasant stay for the participants. Lastly, we thank Pat 
Coombs, administrative clerk of the mathematics department at the Uni­
versity of Illinois, for organizational guidance; graduate students Gennady 
Bachman, Richard Blaylock, and Liang-Cheng Zhang for their help during 
the conference; and Hilda Britt and Lou Wei for expertly typing most of 
the papers that appear in this volume. 

Urbana, Illinois 
February 1990 

B. C. B. 
H. G. D. 

H. H. 
A.H. 
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q-Trinomial Coefficients and 

Rogers-Ramanujan Type Identities 

GEORGE E. ANDREWS 

To my friend, Paul Bateman, on his seventieth birthday 

1. Introduction 

There are many proofs [4], [2, Ch. 7] of the celebrated Rogers-Ramanujan 
identities: 

However one of the most useful proofs is due to Schur [16, §4]: 
If Do{q) = D1{q) = 1 and Dn{q) = Dn-1{q) + qn-l Dn- 2 {q) for n > 1, 

then 

Dn{q) = f {_1)AqA(5A+1)/2 [ln~5AJ] , (1.3) 
A=-OO 2 q 

where l x J is the greatest integer :S x and 

{ 
(l_qA)(l_qA-l) ... (l_qA-B+l) 

[A] O:S B :S A, B q= 0, (l- qB)(I- qB-l) .. ·(I-q) , 
otherwise. 

(1.4) 

Partially supported by National Science Foundation Grant DMS-870269 



2 GEORGE E. ANDREWS 

Similarly if Di(q) = DHq) = 1 and D~(q) = D~_l(q) + qn-l D~_2(q) for 
n> 2, then 

A brief combinatorial argument reveals that (1.1) follows from (1.3) and 
(1.2) from (1.5) by letting n -+ 00. 

There are several points of importance about Schur's proof. They have 
led to completely new generalizations of the Rogers-Ramanujan identities 
[1], [3], [8], [10], [11]. Also the fact that (1.3) and (1.5) are polynomial 
identities allows for treatment of duality in the Hard Hexagon model [3]; 
such polynomial representations are, at times, essential in these statistical 
mechanics models [9, §2.6]. 

In [1], Baxter and I required comparable polynomial representations re­
lated to the modulus 7 instance of B. Gordon's [14] generalization of the 
Rogers-Ramanujan identities. However instead of the Gaussian polynomi­
als playing an essential role, now q-analogs of trinomial coefficients took 
their place. For example, suppose Ym(b; q) is the (polynomial) generating 
function for partitions al + a2 + ... + aj with aj ~ ai+l, aj - ai+2 ~ 2, 
al ~ m, and m appears as a part exactly 3 - b times (b = 1,2, or 3). 

Then B. Gordon [33, Thm. 1, d=t=3] has proved that 

00 

II 
n=l 

n~O,±3 mod 7 

Baxter and I found that [1, p.319, eq. (4.7), j=k=l] 

where 

and 

(1.6) 

(1.8) 

(A)j = (Ai q)j = (1 - A)(l - Aq) ... (1 - Aqj-l). (1.9) 
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Now a double application of the binomial theorem shows that 

t (?= j!(j + k)!(:!- 2j _ k)!) xl:. (1.10) 
k=-n J~O 

Thus the polynomials in (1.8) are q-analogs of trinomial coefficients. (Note: 
these are not to be confused with the coefficients in (x + y + z)n which are 
also often called trinomial coefficients.) 

Our object here is to explore other applications of q-trinomial coefficients 
to polynomials familiar in additive number theory. Perhaps most surprising 
and intriguing is the fact that the Schur polynomials Dn (q) andd D~ (q) can 
be related to the q-trinomial coefficients also. Namely 

Dn(q) = f: qlO/J2+/J (n; :1'; q) 
/J=-OO I' 2 

_ ~ lO/J2- 9/J+2 (n; 51' - 2; q) 
L..t q 5 -2 ' 

/J=-OO I' 2 

(1.11) 

and 

(1.12) 

In Section 2 we shall collect the necessary background on q-trinomial 
coefficients. In Section 3 we shall prove the above formulas. In Section 4 we 
consider related partition polynomials due to B. Gordon [15] arising from 
the Gollnitz-Gordon identities [2, §7.4]. We conclude with some discussion 
of the possible application of such identities. 

2. Background 

In [7], q-trinomial coefficients are extensively developed. In this section 
we shall present without proof those formulae necessary for our subsequent 
work. All these results are proved fully in [7]. 

We shall need three q-analogs of the trinomial coefficients. Recalling 
(1.8): 

(2.1) 
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in addition [7, eqs (2.8) and (2.9)] 

~ . [m] [2m - 2j ] To(m,A,q) = L.,,(-1)1 . -A-.' 
j=O J q2 m J q 

(2.2) 

and 

~ . [m] [2m - 2j ] T1(m,A,q)=L.,,(-q)1. -A-·· 
j=O J q2 m J q 

(2.3) 

These polynomials possess the following symmetry relations [7, eq. (2.15)]: 

(m~iq)2 =qA(A+B)(m;B~2A;q)2' (2.4) 

T;(m,-A,q)=T;(m,A,q) (i=O,I). (2.5) 

Next there are four Pascal triangle type formulas that are necessary [7, eqs. 
(2.16), (2.25), (2.28), (2.29)]: 

Tl(m,A,q) = T1(m -1,A,q) 

+ qm+ATo(m -1,A+ l,q) + qm-ATo(m -1,A -1,q), 

(m;A; l;q\ = qm-l (m -1;: -1;q)2 

A(m-l;A+l;q) (m-l;A-l;q) 
+q A+l + A-I ' 

2 2 

(m;~;q)2 = (m -iB ;q)2 

m-A-1+B (m - 1; B; q) m-A (m - 1; B-1; q) 
+q A+l +q A-I' 

2 2 

(m;~;q)2 = (m -iB ;q)2 

m-A (m - 1; B-2; q) m+B (m - 1; B + 1; q) 
+q A-I +q A+l· 

2 2 

Additionally there are two further identities needed [7, eq. (2.20]: 

T1(m,A,q) - qm-ATo(m,A,q) 

- T1(m,A + l,q) + qm+A+ITo(m,A + l,q) = 0 

and [7, eq. (2.27) corrected] 

(m; A; q) m (m; A; q) 
A +q A+l 

2 2 

_ (m;A + l;q) _ qm-A (m;A - l;q) = o. 
A+l 2 A 2 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 
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In closing this section, we note that [7, paragraph following (2.14)] 

(2.12) 

Thus these polynomials are indeed q-analogs of the trinomial coefficients 

(r;) 2' 

3. Schur's polynomials 

Our object here is the proof of (1.11) and (1.12). In the remarks just 
prior to (1.3) we find the defining recurrence for Dn(q). Hence .we only 
need to show that the right-hand side of (1.11), which we shall denote 
dn(q), satisfies the same conditions. 

Clearly 

do(q) = d1(q) = 1. (3.1) 

Now 

(3.2) 

(by (2.8) applied to the first sum and (2.9) applied to the second) 
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(by (2.7) applied to both sums) 

Hence dn(q) fulfills the defining conditions for Dn(q); consequently 
dn(q) = Dn(q) and equation (1.11) is established. 

Equation (1.12) is proved in almost exactly the same way. The only 
change is in the first step where (2.9) is applied to the first sum and (2.8) 
to the second. We therefore omit the details. 

4. Gollnitz-Gordon polynomials 

In [15, p. 741], B. Gordon proves the following two partition theorems. 

First Gollnitz-Gordon Identity. The number of partitions of any pos­
itive integer n into parts == 1, 4, or 7, (mod 8) is equal to the number of 
partitions of the form n = nl + n2 + ... + nk, where ni ~ nHl + 2 and 
ni ~ nHl + 3 ifni is even (1 ~ i ~ k - 1). 

Second Gollnitz-Gordon Identity. The number ofpartitions ofn into 
parts == 3, 4, or 5 (mod 8) is equal to the number of partitions n = nl + 
n2 + ... + nk satisfying nk ~ 3 in addition to the inequalities listed in the 
first Gollnitz-Gordon identity. 

H. Gollnitz [12] had found these theorems previously; however he first 
published them in [13]. 
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Both Gollnitz and Gordon base their proof on the following two identities 
due to Lucy Slater [17, eqs. (36) and (34)]: 

and 

In his proof, Gordon [15, p. 744] examines the polynomials So(q) = l+q, 
Sl(q) = 1 + q + q2 + q3 + q4, and for n > 1, 

Gordon [15, pp. 744-745] shows that Sn(q) is the generating function 
for the second type of partitions considered in the first Gollnitz-Gordon 
identity with the added condition that all parts are ~ 2n + 1. 

To prove the first Gollnitz-Gordon identity one need only show that 
Soo(q) is equal to the right-hand side of(4.1). However no representations 
of Sn(q) are known which yield the infinite product on the right-hand side 
of (4.1) directly in the limit. It turns out, however, that 

00 
Sn-1(q) = L: (-I)"q4,,2+"(To(n,4Jl, q) + To(n,4Jl + 1, q)). (4.4) 

,,=-00 

To prove (4.4), it is convenient to define 

U(m, A, q) = To(m, A, q) + To(m, A + 1, q). (4.5) 

Next we note that Gordon's polynomials are equally well-defined by tak­
ing S-l(q) = 1, So(q) = 1 + q, and then requiring (4.3) to hold for all 
n ~ 1. Let us denote the right-hand side of (4.4) by 8n-1(q). Then clearly 
8_1 (q) = 1 and 80(q) = To(l, 0, q) + To(l, 1, q) = 1 + q. 

In order to prove the recurrence (4.3), we must use 

U(m,A,q) - (1 + q2m-1)U(m -1,A,q) 

= qm-AT1(m - 1, A-I, q) + qm+A+1T1(m - 1, A + 2, q), (4.6) 

a result easily derived from the formulae given in Section 2 and proved in 
full in [6, Lemma 1]. 
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Hence by (4.6) with n ~ 2: 

Sn-l(q) - (1 + q2n-l)sn_2(q) - q2n-2Sn _3(q) (4.7) 

= f: (_1)ll q41l'+11 (qn-4IlT1(n - 1,4~ -1, q) 
11=-00 

+ qn+4ll+ 1 Tl ( n - 1, 4~ + 2, q) ) 

- Il~oo (_1)llq41l2+1l+2n-2 (To(n - 2, 4~, q) + To(n - 2,4Jl + 1, q») 

= f: (_1)llq41l2-31l+n(Tl(n_2,4~_1,q) 
11=-00 

+ qn+4Il-2To(n - 2, 4~, q) + qn-4IlTo(n - 2, 4~ - 2, q») 

+ f: (_1)llq41l2+5Il+n+l(Tl(n_2,4~+2,q) 
11=-00 

+ qn+4Il+1To(n - 2,4~ + 3, q) + qn-41l- 3To(n - 2, 4~ + 1, q») 

- f: (-1)llq41l2+1l+2n-2(To(n_2,4~,q)+To(n_2,4~+1,q») 
11=-00 

= f: (_1)llq41l2+Il(qn-4IlTl(n_2,4~_1,q) 
11=-00 

+ q2n-8Il To( n - 2, 4~ - 2, q) + qn+4Il+1Tl (n - 2, 4~ + 2, q) 

+ q2n+8Il+2To( n - 2, 4~ + 3, q»). 

Treat this last expression as four separate sums and shift ~ to ~ - 1 in the 
third and fourth sums. Hence 

Sn-l(q) - (1 + q2n-l)sn_2(q) - q2n-2 sn _3(q) 

= qn f: (_1)ll q41l2
- 31l (Tl(n - 2, 4~ - 1, q) + qn-4IlTo(n - 2, 4~ - 2, q) 

11=-00 

- T1(n - 2, 4~ - 2, q) - qn+4Il-3To(n - 2, 4Jl - 1, q») 

= 0 (by (2.10». (4.8) 

Thus (4.4) is established. 
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An exactly similar result holds for the second Gollnitz-Gordon identity. 
In this case [15, p. 745], Gordon defines a sequence of polynomials Tn(q), 
given by L1(q) = 0, To(q) = 1, and for n> 0 

Tn(q) = (1 + q2n+1)Tn_1(q) + q2nTn_2(q). (4.9) 

In the same manner as above, it is possible to show that 

Tn-1(q) = f: (_I)Pq4p2+3P (To(n,41l+ 1, q) +To(n,41l+ 2,1)). (4.10) 
p=-oo 

To close this section we note that the limiting cases of these polynomials 
are easily seen to be the respective infinite products in the identities (4.1) 
and (4.2). 

In [6, eq. (4.16)]' we note the limit 

. 00 (1 + q2n-1) 
hm U(m,A,q) = II (1 2)' m-oo _qn 

n=l 
(4.11 ) 

Hence by (4.4), 

. 00 (1 + q2n-1) 00 
I S () II L: (_I)Pq4p2+p 
1m n-1 q = (1 2) n-oo _ q n 

n=l p=-oo 

= IT (1 - q8n-2)(1 - q8n-6)(I_ q8n)(I_ q8n-5)(1 _ q8n-3) 

n=l (1- qn) 

(by Jacobi's triple product [2, p. 22, Cor. 2.9]) 
00 1 

= 11 (1 - q8n-l )(1 _ q8n-4)(1 _ q8n-7)' (4.12) 

and by (4.10), 

. 00 (1 + q2n-l) 00 
hm Tn-1(q) = II ( 2) '" (_I)Pq4p2+3P 

n-oo 1 _ q n L..J 
n=l 1'=-00 

= IT (1- q8n-2)(I_ q8n-6)(I_ q8n)(I_ q8n-7)(1_ q8n-l) 

n=l (l-qn) 

(by Jacobi's triple product [2, p. 22, Cor. 2.9]) 
00 1 

= g (1 - q8n-3)(1 _ q8n-4)(1 _ q8n-5)' 
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5. Conclusion 

In a way, this paper is, I hope, the mere beginning of further study of 
q-trinomial coefficients. The most intriguing question to me is this: 

Is there a nice combinatorial explanation of (1.11), (1.12), (4.4) and 
(4.10)? As was noted in the introduction, the combinatorial extensions 
of (1.3) have been quite fruitful. The beginning of the explanation of (1.3) 

requires that we know that [~] q is the generating function for partitions 

into at most B parts, each :$ A - B. Then a sieve is introduced concern­
ing successive ranks [1]. Thus the simplest question is: what are natural 
partition-theoretic interpretations of any and all the q-trinomial coefficients 
that would support a sieve-theoretic interpretation of (1.11), (1.12), (4.4) 
and (4.10)? 
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Evaluations of Selberg Character Sums 

JULIE AUTUORE AND RONALD EVANS 

Dedicated to Paul T. Bateman on his 70th birthday 

Abstract 

The n-dimensional Selberg character sums Ln(A,B,C) are evaluated for 
all n ~ 0 when the character C is trivial or quadratic. Additional character 
sum evaluations related to integral formulas of Selberg are conjectured. 

1. Introduction 

Let GF(q) denote the finite field of q elements, where q is a power of 
an odd prime p. Let 1 and tP denote the trivial and quadratic characters 
on GF(q), respectively. Throughout, A, B, and C will denote complex 
multiplicative characters on GF(q). By convention, A(O) = 0 for all A 
(even A = 1). 

Define the Gauss sum G(A) over GF(q) by 

G(A) = L A(m)(T(m), (1.1) 
m 

where the sum is over all m E GF(q), ( = exp(211'i/p), and T denotes 
the trace map from GF(q) to GF(p). Define the Jacobi sum J(A, B) over 
GF(q) by 

J(A, B) = L A(m) B(I - m). (1.2) 
m 

(See [4, Chapter 8] for elementary properties of Gauss and Jacobi sums.) 
For nonnegative integers n, define the n-dimensional Selberg character 

sums Ln(A, B, CtP), Ln(A, Ct/J), and Ln(Ct/J) by 

Ln(A,B, Ct/J) = L A(( -It F(O)) B(F(I)) Ct/J(DF), (1.3) 
F 

degF=n 
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and 

JULIE AUTUORE AND RONALD EVANS 

Ln(A,CtP) = L A(F(0))CtP(DF)(T(t1), (1.4) 
F 

de,F=" 

Ln(CtP) = L CtP(DF )(T(tU2- tl ); 
F 

de,F=" 

(1.5) 

here, each sum is over the monic polynomials F over GF(q) of degree n, DF 
denotes the discriminant of F, and the ti = ti(F) are defined by 

(1.6) 

We use the convention that D F = 1 when F has degree ::; 1. 
The following formulas for Selberg character sums were conjectured in 

[2, (29), (29a), (29b )]; they are analogues of Selberg's integral formulas [2, 
(1), (la), (lb )]. For all n ~ 0, 

n-l G(Ci+1)G(ACi)G(BCi) 
Ln(A, B, CtP) = U G(C) G(ABcn-l+i) (1.7) 

provided that 

ABCn-1+i i= 1 holds for all j, 0::; j ::; n - 1; (1.8) 

L (A CAo) nrr-l G(Ci+l) G(ACi) (1.9) 
n , 'I' = i=O G(C) 

and 
n-l tP(2) G(tP) G(Ci+l) 

Ln(CtP) = g G(C) " (1.10) 

Conjectured evaluations of Ln(A, B, CtP) in cases not covered by (1.8) are 
given in [3]. 

The primary purpose of this paper is to prove the result announced in [3, 
Theorem 1.1], which evaluates Ln(A, B, CtP) for all n ~ 0 in the special case 
C2 = 1. This is done in §3 (Theorem 3.5). Straightforward modifications 
of the proof of Theorem 3.5 can be used to evaluate Ln(A, CtP) and Ln(CtP) 
for C2 = 1, thus proving the validity of (1.9) and (1.10) for C2 = 1. Less 
elementary methods appear to be needed for handling general characters 
C. 

In §2, we present further conjectures related to the conjectures (1.9) and 
(1.10), inspired by a recent integral formula of Selberg [1]. Theorems 2.2 
and 2.5 show that some of these conjectures follow from others. 
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2. Conjectures 

Conjecture 2.1. For all A, B, C and all n ~ 0, 

L A(F(0))B(1 + tt} C¢(DF) 
F 

degF=n. 

= 

G(BAcn(n-1)) n-1 G(Ci+1)G(ACi) 

G(B) }l G(C) , 

if B:f 1 I 

An(-1)G(B) nrr-1 G(Ci+1)G(ACi) 

G(BAncn(n-1)) i=O G(C) I 

if BAncn(n-1):f 1. 

(2.1 ) 

The formula above is a character sum analogue of the following recent 
n-dimensional integral formula of Selberg (see [1, (3.5)]): 

J ~'(1- t, Uif' g ul-'du,·· . duo 

__ f(b) n! nrr-1 f(a + jc) f(c + jc) 

f(b+na+n(n-1)c) i=O f(c) I 

(2.2) 

where a, b, c > 0 and 
(2.3) 

19<i~n 

and where the integral is over the set of nonnegative Ui with U1 +- . ,+un ~ 1. 

Theorem 2.2. If (1.9) is true, then Conjecture 2.1 is true. 

Proof. The sum 

L A(F(O))B(-1 - t1)C¢(DF) 
F 

del F=n 

(2.4) 

is unchanged when B is replaced by BAcn(n-1). This may be seen by 
replacing F(x) by (-1 - t1)-n F(x( -1 - tt)) when 1 + t1 :f O. Thus it 
suffices to prove just the case B :f 1 of(2.1). 

For each w E GF(q)*, replace F(x) by wn F(xJw) in (1.9) to obtain 

L A(F(O)) C¢(DF) (T(wt}) 

F 
de, F=n 

= ~A -=flC (n-1)( ) nrr-1 G(Ci+1)G(ACi) 
W . G(C) . 

1=0 

(2.5) 
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Multiply both sides of (2.5) by B(w)e(w) and sum on w to obtain 

E E A(F(O)) C<p(DF) B(w)e(w(l+tl» 
F W 

de,F=" 

= E BA'C"(n-l)(w)(T(W) P G(Cj~lgiACj) . (2.6) 
w J=O 

Observe that 
(2.7) 

w 

when either 1 + tl :f 0 or 1 + tl = 0, B :f 1. Thus Theorem 2.2 follows 
from (2.6) in the case B :f 1. 

Conjecture 2.3. For all C and all w E GF(q)*, 

E C<p(DF KT(w(t~/2-tl» 
F 

de,F=" 

= ,,/..n""""'c (n-l)/2( ) nrr-l <p(2)G( <p )G( CHl) 
'+' W • G(C) . 

J=O 

(2.8) 

Note that (2.8) reduces to the conjecture (1.10) when W = 1. If w E 
GF(p)*, then (2.8) can in fact be deduced from (1.10) by application of an 
automorphism mapping ( to (w. If w = 0, then (2.8) reduces to 

E C<p(DF) = 0, 
F 

de,F=_ 

(2.9) 

which is true whenever cn(n-l) :f 1; to see this, replace F(x) by un F(x/u) 
for any u E GF(q)* with cn(n-l)(u) :f 1. 

Conjecture 2.4. For v E GF(q)* and all B,C with B:f 1, 

E C<p(DF )B(v + tU2 - t2) 
F 

de,F=_ 

n(n -1) 
where m = . 

2 
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Theorem 2.5. If Conjecture 2.3 is true, then Conjecture 2.4 is true. 

Proof. Multiply both sides of (2.8) by B(w)(TCwv) and sum on w to obtain 

L C</>(DF) L B(w)eCwCtU2-tltV)) 
F w 

d.,F= .. 

where m = n(n - 1)/2. Dividing both sides of (2.11) by G(B), we obtain 
(2.10), since B # 1. 

3. Evaluations of Ln(A, B, 1) and Ln(A, B, </» 

We will use the following additional notation in this section. Let N r 

denote the norm map from GF(qr) to GF(q). For multiplicative characters 
X, t/J on GF(qr), the Gauss and Jacobi sums Gr(X) and Jr(X, t/J) on GF(qr) 
are 

m m 

where the summations are over m E GF(qr) and where T is the trace map 
from GF({) to GF(p). Let A(F) denote the summand in (1.3), i.e., 

A(F) = A(( -1t F(O)) B(F(1)) C</>(DF) , (3.2) 

where n = deg F. Then the generating function L( z) for the Selberg sums 
Ln(A, B, C</» can be written 

00 

L(z) = L Ln(A,B,C</»zn = L A(F)zdegF. (3.3) 
n=O F 

We will evaluate Ln(A, B, C) for C2 = 1 in Theorem 3.5, by expressing 
L(z) as an explicit rational function. We conjecture that L(z) is a rational 
function for all A, B, C. 

Lemma 3.1. Let f denote a monic irreducible polynomial over GF(q). 
Then 

if C=</> 
if C = 1. 

(3.4) 

Proof. This is trivial for C = </>, so let C = 1. Let O:j = ,qi (1 ~ i ~ 
degf) be the zeros of f. Since 0: := I1 (O:j - O:j) E GF(q) if and 

l~i<j~degf 

only if degf is odd, we have C</>(Df) = </>(Df) = </>(0:2) = -( _1)degf . 
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Lemma 3.2. Let C2 = 1. If F = GH for monic, relatively prime polyno­
mials G, Hover GF(q), then ~(F) = ~(GP(H). 
Proof. Let {lti}, {Pj} denote the zeros of G, H, respectively. Then D F = 
DaDHU2, where 

U = II (lti - Pj ). 
i,j 

(3.5) 

Since U E GF(q)* and C2 = 1, C4>(u2) = 1. Thus C4>(DF) = 
C4>(Da)C4>(DH), so 'x(F) = ~(GP(H). 
Lemma 3.3. Let C2 = 1. Then 

L(z) = II (1 + ~(f)zdeg/), 
I 

where the product is over all monic irreducible f over GF(q). 

Proof. By (3.3) and Lemma 3.2, 

00 

L(z) = II L: ~(fi)zidegl . 
I i=O 

Since ~(fi) = 0 for i ~ 2, (3.6) follows. 

Lemma 3.4. The generating function 

(3.6) 

00 " 

M(z) = M(A, B; z) = L: zk J,,(A 0 N", BoN,,) (3.7) 
"=1 

has the evaluation 

M(z) = {log (1- z)2(1- zq)-l) ,if A = B = 1 (3.8) 
log(1 + zJ(A, B)) , otherwise. 

Note that exp M(z) is an L-function [5, pp. 338-339]. 

Proof. The result follows since, by the Hasse-Davenport Theorem [4, 
p. 162], [5, p. 197], the Jacobi sum J" in (3.7) equals q" - 2 if A = B = 1, 
and it equals -( -J(A, B))" otherwise. 

Theorem 3.5. Let C2 = 1. [fC = 1, then 

L( ) _ {(I + qz)(1 + Z)-2, 
Z - (1 _ zJ(A, B))-l, 

if A=B=1 
otherwise, 

(3.9) 
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so that for each n ~ 0, 

where 

L (A B A.) = {(-I)n s(n,q), 
n , ,'I' J(A, B)n , 

if A=B=1 
otherwise, 

S(n,q) = 1 + n - nq. 

If C = 4>, then 

L(z) = 

(1- qz2)(1- qz)-l(1 + z)-2 , 
ifA=B=1 

(1- qz2)(1 - ztl(1 + z)-2 , 
if A = 4>, B = 1 
or B=4>,A=1 

(1- qz2)(1- z2)-1(1 + (_1)(q-l)/2 z)-1 , 

if A=B=4> 
(1 +zJ(A,B))(1+ z2J(A2,B2))-1 , 

otherwise, 

so that for each n ~ 0, 

Ln(A, B, 1) = 

where 

(-1)nT(n,q) , 
if A=B=1 

(-1)nS([n/2],q) , 
if A = 4>,B = 1 
or B = 4>,A = 1 

(_1)n(q+l)/2S([n/2],q) , 
if A=B=<p 

(-J(A2, B2))[n/21J(A, B)n-2[n/21 , 
otherwise, 

n 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

T(n, q) = -n + L (2k + 1)( -qt-k • (3.14) 
k=O 

Proof. It suffices to prove (3.9) and (3.12). 
By (3.6), 

00 

-log L(z) = L L zmdeg/(_>'(f))m/m 
/ m=l 

00 k 

= L zk L L r( _>'(f))k/r , (3.15) 

k=l rlk d.,~=r 
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where f is always monic and irreducible over GF(q). Thus, by (3.2) and 
(3.4), 

if C = 1 

-log L(z) = 
00 I: 
" =-- "(_I)I:/r S L.J k L.J r,l:, 
1:=1 rll: 

(3.16) 

if C = tP, 

where 
Sr,1: = L rAI:/r((-ltf(O» BI:/r(f(I». (3.17) 

J 
de,J=r 

The second formula in (3.16) can be rewritten as 

-log L(z) = f: ~ {2 L Sr,1: - L Sr'I:}' if C = tP (3.18) 
1:=1 2rll: rll: 

By associating elements a E GF(qr) of degree rover GF(q) with their 
minimal polynomials f, we see that 

Sr,1: = L AI:/r 0 Nr(a) BI:/r 0 Nr(1- a), (3.19) 

so 

where 

.. eGF(qr) 
de,o=r 

Sr,l:= L 
.. eGF(q·) 

de,Q=r 

AI: = A 0 NI: , BI: = BoNk. 

It follows from (3.20) and (3.1) that 

Similarly, if k = 2m, 

L Sr,1: = Jk (AI: , BI:). 
rlk 

L Sr,k = L Sr,2m 
2rlk rim 

= L L A!a(a)B!(1- a) 
rim .. eGF(q"') 

del'Q'=r 

(3.20) 

(3.21 ) 

(3.22) 

(3.23) 
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If C = 1, then by (3.16), (3.22), and (3.7), 

00 (_z)k 
-log L(z) = E -k - Jk(Ak, Bk) = M( -z). (3.24) 

k=l 

Thus (3.9) follows from (3.8). 
Finally, let C = 4J. Then by (3.18), (3.22), (3.23), and (3.7), 

00 2m 00 k 

-log L(z) = E zm Jm (A~,B~) - E ~ Jk(Ak,Bk) 
m=l k=l 

= M(A2, B2; Z2) - M(A, B; z). (3.25) 

Thus (3.12) follows from (3.8). 
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Oscillations of Quadratic L-Functions 

R. C. BAKER AND H. L. MONTGOMERY 

Dedicated to Paul T. Bateman on his seventieth birthday 

1. Introduction 

All real non-principal characters are of the form XD(n) = (~) where D 
belongs to the set Q of quadratic discriminants, Q = {D : D is not a square 
and D:: 0 or 1 (mod 4)} . The character (~) is induced by a primitive 
charater (~) where d belongs to the set V of fundamental discrminants, 

V = {d: d:: 1 (mod 4), d squarefree} 

U{d:4Id, d/4::2or3 (mod 4), d/4squarefree} 

(see §5 of Davenport [6]). Of special interest are the prime discriminants, 
which in the present context we take to be P = {d E V : Idl is prime} . If 
A is a subset of the integers, we let N,A(x) denote the numbers of members 
of A whose absolute value does not exceed x. Clearly N1'( x) ..... x/log x 
and N Q (x) ..... x as x ---+ 00. With a little more effect (say by appealing to 
Lemma 4 below) it can also be shown that Nv(x) ..... (6/7r2 )x as x ---+ 00. 

For D E Q we let LD(S) be the associated L-function, defined to be 

for lRe(s) > O. We are concerned with the way in which LD(S) wob­
bles as s tends to 1/2 from above. In this connection it is necessary to 
establish some conventions concerning the manner in which sign changes 
are to be counted. Let S-(al,a2, ... , aR) denote the number of sign 
changes in the sequence aI, a2, ... , aR with zero terms deleted, and let 

Research supported in part by National Science Foundation Grant NSF­
DMS-85-02804 
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S+(al,a2, ... , aR) denote the maximum number of sign changes with 
zero terms replaced by number of arbitrary sign. Thus for example, 
S-(l,O,l) = ° while S+(l,O, 1) = 2. In any case, S- ::; S+ . If! is a 
real-valued function defined on an interval (a, b), then S±(f; a, b) denotes 
the supremum of S±(f(ad, !(a2), ... , !(aR» over all finite sequences for 
which a < al < a2 < ... < aR < b . These conventions are standard (see 
Karlin [15]). We show that most LD(S) are very far from being monotonic 
in the interval (1/2,1). 

Theorem. Suppose that S > 1/2. If 1~(s)1 > l/(s - 1/2) then set 
L' AD(S) = ~(s) . Otherwise put AD(S) = ° . For r = 1,2, ... let Sr = 

1/2 + exp (_4r), put 

and set 

q(R) = lim sup !.NS(R)(Z), 
x-oo Z 

Then 
lim q(R) = 0. 

R--+oo 

Similarly, if 
. logz 

peR) = hmsup --NS(R)n'P(Z) 
x-oo Z 

then 
lim peR) = 0. 

R--+oo 

With more work we could replace Sr by a sequence tending to 1/2 more 
slowly. We note several consequences of our main result. 

Corollary 1. Let K be a given number. The set of D E Q for which 
S-(LiJ; 1/2, 1) ::; K has asymptotic density ° . 

It seems likely that S-(LiJ; 1/2,1) ::::: log log IDI for most D. For DE Q 
let 

IDI (D) 
FD(z) = ~ -; zN 

be the associated Fekete polynomial. Thus 

(1) 
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for Izl < 1. By a familiar inverse Mellin transform it follows that 

for ~e(s) > O. From this identity it is evident that if FD(z) > 0 for 
0< Z < 1 then LD(S) > 0 for 0 < S < 1 . Fekete proposed this as a means 
to show that quadratic L-functions have no positive real zeros, but P6lya 
[17] showed that if D E Q and (~) = (~) = (ll-) = (If) = (ft) = -1 
then FD(O.7) < 0 . Hence the Fekete Hypothesis (FH) 

for 0 < Z < 1 

fails for a positive proportion of the D E Q . Subsequently, Bateman, Purdy 
and Wagstaff [2] showed that (~) = (~) = (ll-) = (If) = -1 does not 
imply that FH fails for D . More recently, Chowla [3] proposed conjectures 
which imply FH, and Heilbronn [9], unaware of the earlier literature, gave a 
different disproof of FH. From our Theorem we are able to derive a stronger 
form of these negative results. 

Corollary 2. Let the number I< be given. The set of D E Q for which 
S-(FD;O, 1) ~ I< has asymptotic density O. Similarly, the relative asymp­
totic density of those dE P for which S-(Fd;O, 1) ~ I< is O. 

It is not known whether there exist infinitely many d E V for which FH 
holds. Kaczorowski [14] related the zeros of FD(Z) to the nature of certain 
splitting fields. The papers of Wolke [19], and of Baker and Harman [1] are 
also related to this question. 

For D E Q and x > 0 let 

(3) 

By partial summation we see that the power series in (1) is 

00 

(1- z) L SD(n)Zn 
n=l 

for Izl < 1 . Hence if SD(X) ~ 0 for all x > 0 the FH is valid for this 
particular D. Thus from Corollary 2 we see that for almost all D E Q there 
is an x < IDI for which SD(X) < 0 . By arguing more carefully from our 
Theorem, we establish a stronger form of this. 
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Corollary 3. For N ~ 1 let 

g(N) = {D E Q : SD(n) ~ 0 for n = 1,2"" ,N}. 

Then 

exists, and limN_oo a(N) = O. Similarly, 

. log x 
f3(N) = hm -Ng(N)np(X) 

:1!-OO x 

exists, and limN_oo f3(N) = O. 

Before turning to technical details, we first outline the method we use to 

derive our Theorem. For most D E Q , one can approximate to ~(s) by 
an appropriately weighted partial sum of the (possibly divergent) series 

-f (~) A(n)n- 3
• 

n=l 

By distinguishing between odd and even powers of primes this may be 
written 

say. If P is fixed and D runs over Q, IDI :$ X , the distribution of the 

numbers (%) is asymptotically that of the random variables Zp for which 

p-l 
P(Zp = -1) = P(Zp = 1) = -, 

2p 
1 

P(Zp = 0) = - . 
p 

(4) 

Moreover, if PI, P2, ... , PK are distinct primes, then the quantities ( .!2.) are 
Pk 

asymptotically independent. Thus it is to be expected that if s is fixed, 
s > 1/2, then Lo has an asymptotic distribution function which is the 
distribution function of the random variable 

Z(s) = '"" Z logp 
L..J p P' _ p- 3 

P 

where the Zp are indenpendent. Indeed ~(s) has an asymptotic distribu­
tion function for every fixed s with s > 1/2, and our analysis thus far is 
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similar to that of Elliott [8], who considered logLD(s), As S -+ (1/2)+, 
the distribution of Z(s) approaches the normal distribution with mean 0 
and standard deviation 

"'" (p -1)(logp)2 ( )

1/2 

L.J p(p' - p-')2 
p 

This is approximately 1/(2s - 1) when s is just a little larger than 1/2 . 
Moreover, Le is approximately this same size. Let 

(5) 

denote the cumulative distribution function of the normal random variable 
with mean 0 and standard deviation 1. Thus it follows that if s is slightly 
larger than 1/2 then Ln (s) < 0 for a set of D E 'D with relative den­
sity aproximately <1>(1) = 0.841 ... , and Ln(s) > 0 for a set of D E 'D 
with relative density aproximately <1>(-1) = 0.159.... Further examina­
tion reveals that Z(s) depends most heavily on the primes in the vicinity 
of exp (l/(s - 1/2)) . More precisely, if we let ZT(S) denote the truncated 
sum 

"'" Z logp 
L.J p p' _ p-' 

U(I)<P:5V(') 

ZT(S) = 

where u(s) = exp«s-1/2)-1/2), v(s) = exp«s-1/2)-2), then Z(s) is 
usually near ZT(S). Now consider a sequence of Sr tending to 1/2 very 
rapidly, say Sr = 1/2+exp(-4r ). Then the intervals (u(sr),v(sr)] are dis­
joint, and hence the variables ZT(St}, ... , ZT(SR) are independent. Con­
sequently we find that this sequence usually has a large number of changes 
of sign. 

2. Basic Lemmas 

We begin with four number-theoretic lemmas. 

Lemma 1. Suppose that X ~ 2 and Y ~ 2. Then for arbitrary real or 
complex numbers an , 

2 

L L an (D) 
DEQ n<Y n 

IDI:5 X -

Moreover, if 2 ~ Y ~ X1/3 then 

~ (X + y2logY) L lamanl· 

2 

mn=a 
m,n:5Y 

(6) 

(7) 
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For other estimates similar to (6), see Jutila [11,12,13] and Elliott [7,8]. 

Proof: The left hand side of (6) is 

If mn is a square then the inner sum is ~ X, and the contribution of 
such terms is accounted for on the right hand side of (6). If mn is not a 
square then by several applications of the P6lya-Vinogradov inequality we 
find that the inner sum above is ~ X 1/2 + Y log Y . From the arithmetic­
geometric mean inequality we find that lamanl $ (laml2 + lanI2)/2, so that 
the contribution of such term is 

mn=D 
m,n:~;Y 

Using the arithmetic-geometric mean inequality again, we find that X1/2Y 

~ X + y2, and hence the expression on the right above is majorized by 
the right hand side of (6). 

The estimate (7) is a special case of Lemma 9 of Montgomery and 
Vaughan [16]. 

Lemma 2. Suppose that (1' > 1/2. Put A = 12/((1' - 1/2), and suppose 
that X > Xo((1'). There is a (possibly empty) set £«(1') c Q of 'exceptional 
discriminants'such that 

N (X) < X 1-(q-1/2)/5 
£(17) (8) 

and with the property that if DE Q \ £«(1'), then LD(8) =P 0 and 

L' 00 (D) L~ (8) = -~ -; A(n)n-'e-n / x + O(l/log IDI) 

uniformly for (1' $ 8 $ 5/4, (log IDI)A $ X $ IDI. 

Proof: Let £1(0') be the set of those DE Q for which LD(8) has at least 
one zero p = j3 + i-y in the rectangle 

'R1«(1') = {w : «(1' + 1/2)/2 $ ~e(w) $ 1, l~m(w)1 $ 2(log2IDI)2}. 

Suppose that DE £1«(1'), IDI $ X, and that (~) is induced by (~) . Then 
the zero of Ld( 8) in the half-plane 0' > 0 are precisely the same as those of 
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LD(8). Suppose that U ~ Idl ~ 2U. Such ad E 1) induces <: X1/2U- 1/2 

discriminants DE Q with IDI ~ X. Jutila [11] proved that 

L Nd(o:,T) <: u1-(a-1/2)/2T2(logTU)68 
de'P 
Idl~u 

where U ~ 2, T ~ 2 and N d( 0:, T) denotes the number of zeros of Ld( 8) in 
the rectangle 0: ~ !Re(8) ~ 1, 19<m(8)1 ~ T. We take 0: = (IT + 1/2)/2 and 
T = 2(log 2X)2, and find that there are 

<: X 1/2U1/2-(t1-1/2)/4(log X) 72 

DE C1(IT) for which U ~ Idl ~ 2U. We sum over U = 2-k X, k = 1,2"", 
and deduce that 

NE1 (t1)(X) <: X 1-(t1-1/2)/4(logX)72. 

We now take C(IT) = C1(IT) U{D E 1) : IDI ~ exp (l/(IT - 1/2))}. Then the 
above estimate gives (8) for X > Xo(IT). 

Suppose that D E Q \ C(IT) so that LD(8) #; 0 for 8 E 'R1(IT) and 
IT - 1/2 ~ l/log IDI . Put ,\ = (4IT + 1)/6, and let 

'R(IT) = {w:'\ ~ !Re(w) ~ 5/4, 19<m(w)1 ~ (log IDI)2. 

As in Davenport [6; §16]' it follows that 

L' 1 
LD (8) = ~ - + O(log IDI) <: (log IDI)2 

D L.J 8-P 
Ip-,1<1 

for 8 E'R(IT). Now suppose that IT ~ 8 ~ 5/4. Then 

f: (D) A(n)n-·e-n /., = -f: [1~iOO LL~ (8 + w)f(w)XW dw. 
n=1 n 11'1 11-.00 D 

We replace the path of integration by the piecewise linear path with vertices 
1-ioe, 1-i(log IDI)2, ,\ -8- i(log IDI)2, ,\ - 8+i(log IDI)2, 1 +i(log IDI)2, 

1 + ioe. The term -&(8) arises from the residue at w = O. We note that 

for !Re(w) = ,\ - 8, 19<m(w) I ~ (log IDI)2 the integrand is 

-iwi 
<: elwl z>'-t1(log IDI)2 <: e-Iwl(log IDI)3-A(t1-1/2)/3 <: e-Iwl(log IDI)-1, 

and hence this portion of the contour contributes an amount <: 1/ log IDI. 
The rest of the contour contributes an amount 

<: z exp (-(log IDI)2). 

This is also <: 1/ log IDI, since z ~ IDI. 

We now prove a lemma which we use in the proof of Corollary 3. 
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Lemma 3. Let Ie be a non-negative integer. If 3 ~ N ~ X 1/ 4 and 1/2 + 
50(log log N)/ log N ~ q ~ 1 then 

N 2 

L L~)(q) - L( -log n)k ( ~) n-v 

DeQ n=l 
IDI~x 

<:: XNl-2v(1ogN)2k+1(2q _1)-2. 

Proof: Since 

we may write 

where Y = X 1/ 3 • Let SD(Y) be given by (3). By integrating by parts we 
see that 

L <:: ISD(Y)I(1ogy)ky-v + roo ISD(y)l(logy)k y-v-1 dy = T1 + T2. 
2 }y 

But Jutila [10] showed that 

L: ISD(Y)1 2 <:: XY(logX)/1 
DeQ 
IDI~X 

uniformly for X ~ 2, Y ~ 2. Hence 

L ITl12 <:: Xyl- 2v (log X)2H8 <:: X N l- 2v (log N)2k. 
DeQ 
IDI~X 

By the Cauchy-Schwarz inequality we see that 

IT212 <:: [00 (log y)2k y-V-1/2 dy [00 ISD(y)12y-v-3/2 dy. 

(9) 

Here the first integral is <:: y1/2-V(logy)2k(q -12)-1. Hence by (9) it 
follows that 
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On combining these estimates, we find that 

L 1 L2 12 ~ X N 1- 2t1 (log N)2k. 
DEQ 

IDI$X 

On the other hand, from Lemma 1 we deduce that 

L IL112 ~ X L (logm)k(logn)k(mn)-u. 
DEQ mn=D 

IDI$X N <m,n$Y 

If mn is a square then there exists positive integers q, r, s such that m = qr2 
and n = qs2. Hence the right hand side above is 

~ XL ( L (logqr2)k(qr2)-U) 2 

q<Y r 
- N<qr l 

If q ~ N then r must satisfy the constraint r 2: (N/q)1/2 . For larger values 
of q there is no such condition. By treating these two situations separately 
we find that the above is 

~ X N1- 2U (log N)2k+1(u - 1/2t2, 

and the proof is complete. 

Lemma 4. Let:F be a finite set of prime numbers, and for p E :F let fp 
be given, fp = ±1 or O. Let V(f) denote the set of those d E V such that 

(~) = fp for all p E:F. Then 

Nv(dX ) '" (6/7r2 )X II 2( P 1) II -( 1 1)' 
PET P + pET P + 

fp=±l f,=O 

Proof: By elementary techniques it is easy to show (e.g. see Cohen and 
Robinson [5]) that if a and q are given, with ~ = (a,q) squarefree, then 

L /-I(n)2 '" (6/7r2):' II (1- p-2r 1 II (1 + p-1r1 . 
n$x q plq/.1 plq 

n::a(q) v[q/.1 

If p is an odd prime then (~) = 1 (or -1) if and only if d lies in one 

of the (p - 1)/2 quadratic residue ( or nonresidue ) classes (mod p), and 

U) = 0 if and only ifp I d. Also, (~) = 1 for d== ±1 (mod 8), (%) =-1 

for d == ±3 (mod 8), and (~) = 0 when 2 I d. The stated result now 
follows by combining these observations, the definition of V, and the above 
asymptotic estimate. 

We now establish two probabilistic lemmas. 
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Lemma 5. Suppose that for r = 1,2,3, ... the random variables Zrn are 
independent, where 1 :$ n :$ Nr, and put 

Suppose that E(Zrn) = 0 for all nand r , and that P(IZrnl :$ cn) = 1 for 
all nand r , where Cn ~ 0 are constants such that 

00 

1< = L>~ < 00. 

n=l 

Let 

( 
N ) 1/2 

O'(r) = ~ Var(Zrn) 

denote the standard deviation of Zr, and suppose that 0'( r) --+ 00 as 
r --+ 00. Then the distribution of the random variable Zr/O'(r) tends to 
the normal distribution with J.l = 0 and 0' = 1 as r --+ 00. 

See Chung [4; Ch.7] for more general results in this direction. 

Proof: The characteristic function of Zr / 0'( r) is 

N r 

<Pr(t) = E (exp (itZr/O'(r))) = II E (exp (itZrn/O'(r))). 
n=l 

Since eiu = 1 + iu - u2 /2 + O(luI3) uniformly for lui :$ 1, it follows that 
the multiplicand in the product above is 

= exp (_~t2 E(Z;n)0'(r)-2 + O(ltI3c~0'(r)-3)) 

uniformly for It I :$ 0'(r)1<-1/3. Hence for such t we find that 

and the result follows by the method of characteristic functions. 
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Lemma 6. let 0 > 0 and suppose that Zl, Z2, ... , ZR are independent 
random variables such that P(Zr > 0) ~ 0 and P(Zr < 0) ~ 0 for all r. 
Then 

1 
P(S-(Zl, Z2, ... , ZR) ~ 50R) ~ e-6R/3 

uniformly in 0 and R. 

Proof: First we reduce to a simpler situation. Without loss of generality 
we may assume that our probability space is [0,1]R , and that Zr(x) is a 
function of Xr alone, where x = (Xl, X2, ... , XR). For each r let Yr = Yr(xr) 
be defined so that if Yr < 0 then Zr < 0, if Yr > 0 then Zr > 0, and with 
the further property that P(Yr < 0) = P(Yr > 0) = 0 . Since 

S-(Zl,Z2,'" ,ZR) ~ S-(Y1 ,Y2, ... ,YR) 

at all points of the probability space, it suffices to show that 

1 
P(S-(Y1, Y2, ... , YR) ~ 50R) ~ e-6R/3 . 

If oR ~ 5 then the above is trivial. Hence we may assume that oR ~ 5. 
We begin by computing P(S-(Y1 'y2, ... 'yR) = k). Choose a subset S of n 
of the numbers 1,2, ... , R. There are (~) such subsets, and P(Yr t= 0 {::::::} 
rES) = (20)n(1 - 28)R-n. Suppose that Yr = ±1 for rES, Yr = 0 
otherwise. There are 2n possible sequences of ±1's. Of these, precisely 
2 (n; 1) have exactly k changes of sign. Hence 

R 

P (S-(Yl, Y2 , ... , YR) = k) = L (:) (28t(1- 20)R-n2 (n ~ 1)2-n. 
n=k+1 

Let m = n - k - 1. Then the above is 

On replacing the first factor in the summand by 1 and using the binomial 
theorem, we see that the above is 

< 2( R )8k+l(1_ 8)R-k-l = M 
- k+1 k, 

say. Put K = [oR/5]. Then K ~ 1. If k ~ K then Mk!Mk - 1 ~ 2. 
Thus the probability in question is ~ 2::k$K Mk ~ 2MK. Now (K~l) ~ 
RK+1/(K + 1)! and (K + 1)! ~ (K/e)K+1. Hence 

( eR8 )K+l R 
MK ~ 2 K(1- 8) (1- 8) . 
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Since 0 ~ 1/2, we see that 

eRo Ro/5 K + 1 
K(l- 0) ~ 10eT ~ 10e~. 

Also, 1 - 0 ~ e-6 • Hence MK ~ (10e)K+l e-6R ~ (10e)6R/5 e-6R. But 

(10e)1/5 ~ e2/ 3 , so we have the desired bound. 

It is not hard to show that 

and that 

Thus when oR is large the number of sign changes is usually"" oR. Indeed, 
the distribution function of S- resembles that of a binomial variable with 
parameters R, O. Hence it is not surprising that 

should be small. 

We conclude this section by quoting a lemma of real analysis which we 
use in deriving Corollary 2. In its simplest form, this lemma is Descartes' 
rule of signs. 

Lemma 7. let f be a real-valued function defined on n which is Riemann­
integrable on finite intervals, and suppose that the Laplace transform 

£(8) = i: f(x)e- u : dx 

converges for all 8 > O. Then 

S-(l;-oo,+oo) ~ S+(£;O,+oo). 

A proof of this may be found in Karlin [15; p.313]. See also P6lya-Szego 
[18; vol 2, #33, 65,80]. 
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3. Proof of the Theorem 

Let DE Q. Taking a large value of R, we consider ~(s) at the points 

s = Sr = 1/2 + exp (_4r), RI < r ::; R where RI = [R/5]. We take 
(J = SR, A = 12/«(J-l/2), and z = (logX)A. We assume that X> XI(R), 
that X ::; IDI ::; 2X, and that D ¢ £«(J), so that the formula of Lemma 
2 applies. Since A( n) = 0 if n is not a primepower, we may suppose that 
n = pl:. The contribution of k ~ 3 in this formula is < 1, uniformly for 
S ~ 1/2. The contribution of the terms n = p2 is < 0 and ~ -1/(2s -
1) + 0(1). The sum over n = p we break into three parts, according as 
p ::; u(s) = exp «s -1/2t I/2), u(s) < p ::; v(s) = exp «s - 1/2)-2), or 
v(s) < p. Let £l(S,X) be the set of those D E Qn[-X,X] for which 

" (D) (I ) -8 -pix 1 
l..J P ogp p e > 6(s-I/2)" 

p~U(8) 

By Lemma 1 we see that this sum, squared and summed over D E 
Q n[X, 2X], is 

<X L (logp)2/p<X(logu(s))2<X/(s-I/2) 
p~U(3) 

provided that X > X2(S) = u(s)2. Hence 

card(£I(s, X)) < X(s - 1/2), 

and it follows that 

(10) 

for X ~ X3(R). In the sum over p > v(s), we note that the contribution 
of primes p > z2 is 

We apply Lemma 1 with Y = x2 to the remaining range v( s) < p ::; x2 , to 
see that 

2 

L L (~) (logp)p-3 e- p /X < X L (logp)2p-28. 
DEQ V(3)<p<xl P>V(3) 
IDI~2X -
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Here the sum on the right is 

< (s - 1/2)-1v(s)1-2'(Iog v(s))2 < (s - 1/2)-3 exp (-2(s - 1/2)-1) 

< exp(-(s -1/2t1) < s -1/2. 

Let £2(S, X) be the set of DE Q n [X, 2X) for which 

'" (D) (1 ) -. -p/z: 1 
L..J P ogp p e > 6(s -1/2)" 

P>II(.) 

If this inequality holds and s is near 1/2 then the corresponding sum with p 
restricted to the range v(s) < p:::; z2 has modulus ~ 1/(7(s -1/2)). From 
the estimate above we deduce that (10) holds with £1 replaced by £2, and 
hence as in (11) we have 

(12) 

We now treat the sum 

For p is this interval, e-p/z: = 1 + O(v(s)/z). The contribution of this 
error term is < v(s)3/2/z , which is < 1 when s = Sr, R1 < r:::; Rand 
X> X4(R). 

By the definition of the Legendre symbol, the definition of the set Q, and 
the Chinese remainder theorem, it follows that the asymptotic distribution 
of the sum 

KD(S) = ~ (~) (logp)p-', 
U(')<P~II(') 

for DE Qn[-X,X), X --+ 00, is the same as the distribution function of 
the random variable 

Z(s) = ~ (Iogp)p-' Zp 
u(')<P~II(') 

where the Zp are the independent random variables defined in (4). (If we 
worked instead with d E 'D then the distribution of the individual variable 
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would be slightly different, but the varibles would still be independent, as 
we see by Lemma 4.) Let 

be the standard deviation of Z(s). By Lemma 5 we see that as S ---> (1/2)+, 
the distribution function of Z(s)/p(s) approaches the normal distribution 
with Jl = 0 and u = 1. From the asymptotic estimates of Mertens we know 
that p(s) "" 1/(2s - 1) as s ---> (1/2)+. With ~(x) given by (5), choose 6 
so that 0 < 6 < ~(-4) = 0.000031671 ... , say {, = 0.00003. Since we are 
supposing that R is large, we have 

P(Z(sr) > 2/(sr -1/2)) ~ 6, P(Z(sr) < -2/(sr -1/2)) ~ {, 

for Rl < r ~ R. Put Br = 1 if Z(sr) > 2/(sr -1/2), Br = -1 if Z(sr) < 
-2/(sr -1/2), and Br = 0 otherwise. Since the intervals (u(sr),v(sr)] are 
disjoint, the variables Z( sr) are independent. Hence Lemma 6 applies to 
the Br . Let 

PR = P(S-(BRl+1, BRl+2, ... , BR)) ~ {,(R - Rt}/5). 

By Lemma 6 we see that PR ~ exp (-6( R - Rd/3). 
For D E Q, 1/2 < s ~ 1, put UD(S) = -1, 0, or 1 according as KD(S) 

lies in (-00, -2/(s-I/2)), [-2/(s-I/2), 2/(s-I/2)], or (2/(s-I/2), +00), 
respectively. Let C( R) denote the set of those D E Q such that 

Then for any given R, NC(R)(X) "" PR as X ---> 00. On combining this 
with Lemma 2, (11) and (12), we deduce that if { > 0 is given, then we 
may choose R so that for all large X we have both 

for Rl < r ~ R, and also 

for all but at most fX of the D E Q for which IDI ~ X. This gives the 
stated result, since 46/25 > 1/300000. To obtain the second part of the 
Theorem we argue similarly, but we use the second part of Lemma 1 instead 
of the first part. 
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4. Proof of the Corollaries 

To derive Corollary 1 it suffices to note that if LD(8) > 0 for 1/2 < 8 < 1 

then S-(L'n, 1/2+6, 1) = S-(&, 1/2+6, 1), and that by Lemma 2, the set 
of DE Q for which LD(8) has a zero in (1/2 + ,1) has asymptotic density 
O. . 

To derive Corollary 2 we first differentiate both sides of (2), to find that 

Suppose that 6 is a small positive number. We may ignore those D E Q for 
which LD(8) has a zero in the interval (1/2+ ,1), since by Lemma 2 such D 

constitute a set of asymptotic density O. Sin~e ~ (8) ~ 1 for 1/2 ::; 8 ::; 1, 
it follows from the Theorem that the left hand side above has at least K 
changes of sign in the interval (1/2 + 6, 1), for most D. Suppose that D is 
chosen so that the left hand side has at least K changes of sign. Then by 
Lemma 7, the integrand on the right hand side also has at least K changes 
of sign. The second and third factors are positive, and the fourth factor 
has only one change of sign (at x = 1), and hence FD(e-"') must have at 
least K - 1 changes of sign for 0 < x < 00. That is , FD (z) has at least 
K - 1 changes of sign for 0 < z < 1. 

Altered forms of these Corollaries may also be derived with Q replaced 
by P. 

We now derive Corollary 3. The existence of o:(N) is assured by quadratic 
reciprocity. To demonstrate the existence of f3(N), we also appeal to Diri­
chlet's theorem on the uniform distribution of primes in arithmetic progres­
sions. We note that if S D (x) ~ 0 for 0 ::; x ::; N then 

t (~) n-6 = 1 + SD(N)N- 6 - 2- 6 + S iN SD(X)X- 6 - 1 dx 
n=l 2 

~ 1 - 2-6 ~ 1 - 2- 1/ 2 

uniformly for s ~ 1/2. Similarly, 

~ ( ~) n-'log n ~ SD(NlN-' log N + J,N (slog. - IlSD(' l.-·-l d. 

~ - J9 [x]x-3/2 dx > -9 

for s ~ 1/2. Let Sr = 1/2 + exp (_4r), as in the Theorem, let Nr 
exp (( Sr - 1/2)-2), and let Qr be the collection of those ('good') DE Q for 
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which both 

and 

LD(.,)+ ~ (~) .-··logo $l. 

Let Br = Q \ (ir be the set of 'bad' D. If SD(n) ~ 0 for 0 ~ n ~ Nr and 
DE (ir then LD(Sr) ~ 1/4 and Ln(sr) ~ 10, so that 

(13) 

Let R be large, and put Rl = [R/10 6]. From Lema 3 we deduce that 

card ( U Br n[-X, X]) <t:: X exp (-cexp (exp (R))) 
R 1+l 

as X ~ 00. But if (13) holds for all r in the interval Rl < r ~ R then 

and hence 
S-(AD(St), AD(S2), ... , AD (SR)) ~ R/106. 

By the Theorem, the set of such D has small density if R is large. This 
completes the proof of Corollary 3. 
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Elementary Proof of a Theorem of Bateman 

MICHEL BALAZARD AND ABDELHAKIM SMATI 

Dedicated to Paul T. Bateman 

1. The distribution of values of the Euler totient function <p( n) has been 
investigated from various points of view (c/. [7], [4], [2] ) . In this paper, we 
shall study the asymptotic behaviour of the number N (x) of those positive 
integers n which satisfy <p(n) :::; x . 

The best result up-to-date is the following 

Theorem (Bateman 1972, [1]). For every constant c < 1/.../2 , 

N(x) = A x + Oc(x e-c(logz loglogz)1/2), (1) 

where A = (~~W) = ilp (l + P(P~l))' 
Bateman's proof is analytic: it starts from Perron's integral formula and 

uses a simple estimate of \«(s)\ in the strip 0 < ~(s) < 1 . As for every 
result involving only natural numbers and the elementary functions of real 
analysis, one may ask for a proof using only these elements, and neither 
complex variables nor Fourier analysis. 

The first step in this direction is due to Dressler (cf. [3] ) , who proved by 
elementary means in 1970 that N(x) rv Ax . In 1984, Nicolas obtained the 
elementary error term O( x/log x) (c/. [6]). His starting point is the study 
of the weighted sum Lcp(n)~z log <p(n) and lends itself to generalization. 

The idea is to estimate the sum Lcp(n)~z logk <p(n) in order to get the error 
term O(x(log x)-k) in (2). 

This generalization has been studied, and completely worked out for 
k = 2, by the second author (c/. [8]). Nevertheless, the computations 
are so intricate that a new approach is needed to go further. During the 
conference, we presented an elementary proof of a result slightly weaker 
than (1), namely 

(2) 
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where Co is some constant (positive, absolute and computable). 
After our talk, G. Tenenbaum convinced us that obtaining Bateman's 

result by our method would demand only a few more lines of computation. 
As it seldom occurs that an elementary result reaches the degree of accuracy 
of the best known analytic one, we will follow Tenenbaum's advice and 
present a proof of (1) by elementary means. 

2. Our starting point is the idea of Dressler. In his proof of N (x) '" Ax, 
he approximated the Euler function by the truncated function 

1 
<p(n,y) = n II (1- -), y ~ 2. 

pin P 
p~y 

Denote by N (x, y) the number of positive integers n such that <p( n, y) ~ 
x. We first give simple inequalities involving N (x) and N (x, y) . 

Lemma 1. If x is large enough and y > 3 log x , then 

3logx 
N(x, y) ~ N(x) ~ N(x(1- --)-1, y). 

y 
(3) 

Proof: The first inequality follows from <p(n,y) ~ <p(n). For the second 
one, observe that the number w(n) of prime divisors of n satisfies w(n) ~ 
lognflog2 ~ 2logn and that (1- v)'" ~ 1- o:v if 0: ~ 1 and 0 ~ v ~ l. 
Hence 

1 
<p(n) = <p(n,y) II (1--) 

pin P 
p>y 

1 
~ <p(n,y)(1- _)w(n) 

y 
2logn > <p(n,y)(1- --). 

- y 

If <p(n) ~ x , the classical inequality <p(n) ~ n(loglogn)-l shows that 
n «: x (log log x) and 

if x is large enough. 

3logx 
x ~ <p(n) ~ <p(n,y)(1- --) 

y 
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3. In order to estimate N(x, y) , one writes n = ab where, here and 
throughout this paper, a (resp. b) denotes a generic positive integer whose 
prime divisors p all satisfy p ~ y (resp. p> y). One has tp(n,y) = tp(a)b. 
Since b = 1 or b > y , one gets 

N(x,y) = L: 1+ L: L: 1 (4) 
'1'( a )~:c cp(a)~:c/y l<b~:c/cp(a) 

L: L: 1+0( L: 1). 
cp(a)~:c/y l~b~:c/cp(a) cp(a)~:c 

The estimation of these sums depends on the following three lemmas. 

Lemma 2. Suppose y and k are real numbers so that y ~ 2 and 0 ~ k ~ 
~logy. Put u = 1- k/logy. Then 

L: tp( a )-U <t:: log y eO(ek). 
a 

Proof: The sum La tp(a)-U equals the Euler product 

111 II (1 + (1 + - + - + ... )) (p _ 1)u pU p2u 
p$y 

1 1 1 1 = II (1 + - -) II (1 + - + - + ... ) (p _ 1)u pU pU p2u 
p~y p~y 

. 2 
SlDce u ~ '3' 

Now, since the function (e t - 1)lt increases with t > 0, we have 

L: p-u = L: p-l + L:(pl-U - 1)p-l 
P ~ y P ~ Y p~y 

~ L: p-l + (eA: - 1)(logy)-1 L: p-1logp 
p~y p~y 

~ loglogy+ O(eA:), 

and the Lemma follows. 

Lemma 3. Suppose x ~ y ~ 2 are real numbers and let u = log xl log y. 
Then 

L: 1 ~ xlogy e-ulogu+O(u), 

'1'( a )~:c 
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provided that u :5 yl/3 . 

Proof: This is a typical application of the by now classical Rankin method. 
We have, for every positive (f, 

L 1:5 ZD L <p(a)-D. 
I"(a)~z a 

Choosing (f = 1 -log u/ log y and using Lemma 2 gives the result. 

Lemma 4. With the notations of Lemma 3 one has for every positive ( 

L 1 = z II (1 - ! )(1 + Of( e-(l-f)u logu)) 

b~z p~y P 

provided that logy> ..jlogz (i.e. u < logy). 

Proof: Although not stated explicitly by Halberstam and Richert, this is 
an easy consequence of their proof of the Fundamental Lemma of Brun's 
Sieve given in [5], pp. 82-83. 

4. We now come back to (4). Suppose that z is large enough and that 
log y > ..jlog z . Let ( be a positive real number. By Lemma 3, the error 
term in (4) is Of(Z log y e-(1-f)ulogu) . 

Moreover, by Lemma 4 

L1 (5) 
I"(a)~z/y l~b~z/l"(a) 

= Z II (1 - !) L _1_(1 + Of( e-(1-f)u.logu.)), 

p~y p I"(a)~z/y <p(a) 

where Ua = log(z/<p(a))/logy. 
The contribution of the main terms in (5) amounts to 

zII(1--) L-- L - . 1 (1 1 ) 
p~y P a <p(a) I"(a»z/y <p(a) 

(6) 

By Rankin's method, 
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With (f = log u/ log y this is , by Lemma 2, 
¢: ue-u1ogu logy eO(u) 

¢:f log y e-(1-f)U logu. 

Thus (6) can be written as 

z II (1 + 1 1 ) + Of(ze-(1-f)ulogu). 
PSII p(p - ) 

We now turn to the contribution of the error term in (5). Observe that 

Hence 

u log u - Ua log Ua = l.u 
(log v + 1)dv 

Uo 

< (log u + 1) log <p( a) . 
- logy 

L: <p(a)-1e-(1-f)u o loguo 

rp(a)S; 

:$ e-(1-f)ulogu L: <p(a)-l+lol~;;l 
a 

¢:f log y e-(1-2f)U logu by Lemma 2. 

We summarize these computations in a Lemma. 

Lemma 5. Suppose z ~ y > eJlog~ and z large enough. Then 
1 

N(z, y) = z II (1 + ) + Of(Z log y e-(1-f)ulogu) 
pSy p(p - 1) 

for every positive £, where u = log z/ log y. 

5. We are now in a position to use Lemma 1. First, we observe that 
TIpslI (1 + p(p~ 1») = A + 0(;) . Then, if z is large enough, y > 4 log z and 

logy> Uog(z(1- 31;g~)-1)P/2 , Lemmas 1 and 5 give 

N(z) = A z + O(z y-1Iogz) + Of(Z logy e-(1-f)ulogu). 

We choose y = eJt log~ loglog~ , so that 
~1----­

u log u = (1 + 0(1)) 2 log z log log z, 

and this completes the proof of (1). 

In conclusion, let us point out that the prime number theorem is not 
required in our proof (neither in Bateman's proof, by the way). This is in 
contrast to [6] and [8], where the prime number theorem with remainder 
term is an essential tool. 
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The Prime k-Tuplets Conjecture on Average 

ANTAL BALOG 

Dedicated to Professor Paul Bateman on the occasion of his 70th birthday 

1. Introduction. 

The well-known twin prime conjecture states that there are infinitely 
many primes p such that p + 2 is also a prime. Although the proof of this 
seemingly simple statement is hopeless at present many further connected 
conjectures exist. The conjecture in the title, for example, asks if k linear 
polynomials with suitable conditions on the coefficients represent simulta­
neously primes infinitely often. One can even ask how often this happens. 
In 1962 Bateman and Horn [2] gave a corresponding quantative conjecture 
with heuristic evidence. Before stating this conjecture we need to introduce 
some notations and conventions. 

Let a and b be k-dimensional integer vectors, x > 0 a real number 
and 1I'(x; a, b) the number of integers such that 1 < an + b ~ x, an + 
b are primes. The last two conditions are understood to hold in each 
coordinates simultaneously. We keep this convention throughout the paper. 
For example, (a, b) = 1 means that the corresponding coordinates are 
coprime. Having fixed a and b, p(p) = p(p; a, b) will denote the number of 
solutions of the congruence 

The letter p with or without subscript will denote positive primes, p will 
denote a k-dimensional vector with prime coordiantes. The product on the 
left hand side of (1.1) will be abbreviated by II (an + b). 

We can now state the prime k-tuplets conjecture in the form given by 
Bateman and Horn. If p(p) < p for every prime p (which implies, for 
example (a, b) = 1) then 

rr( l)-k( p(p)) x 11'( x; a, b) '" 1 - - 1 - - k 
p P P alog x 

(1.2) 

Written while the author was visiting the University of Georgia, Athens. 
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where a is the height of a ( the maximal coordinate in modulus) and the 
product is extended over all primes. The product is convergent (and not 
zero) whenever p(p) < p for all primes, that is whenever n (an + b) has no 
fixed prime divisor. The classical twin prime conjecture corresponds to the 
case a = (1,1), b = (0,2), or in a slightly more general form to 

II p(p - 2) II p - 1 x 
1I"(x; (1,1), (0, h)) '" 2 ( 1)2 -2-2 

rt2 p - plh P - log X 

#2 

(1.3) 

for any even integer h. In 1947 Chudakov [3] proved that almost all even 
integers h :::; x are the difference of two integers. It is implicit in his work 
that the relation (1.3) is true on average over h. To express this statement 
precisely we define the function (in a more general form for later use) 

1 
T( x; a, b) = L ( ) ( ) I ( )' log aln + bi log a2n + b2 •.• og akn + bk 

i<an+b$x 

One can easily see that T(x;a, b) is the expected order of magnitude of 
1I"(x; a, b). In fact 

x 
T(x;a,b)", k 

alog x 

for any fixed a and b as x tends to infinity. However T(x;a, b) is the 
expected order of magnitude even uniformly in a and b. 

The above mentioned result of Chudakov states that 
2 

L 2II p(p-2) II p-lT x3 
11"- -- ~--

(p - 1)2 p - 2 logA x 
21 h #2 pi h 

#2 

(1.4) 

for any A > 0, where 11" = 1I"(x; (1, 1), (0, h)) and T = T(x; (1,1), (0, h)). 
Note that the sum over h is finite as for large h 11" = T = 0. Roughly 
speaking, for most even integers h :::; x the number of prime pairs 1 < p:::; x, 
1 < p + h :::; x is equal to the expected number. Unfortunately this does 
not imply that 1I"(x; (1, 1), (0, h)) tends to infinity for some fixed h. 

In 1961 Lavrik [5] extended this result to prime-twins in arithmetic pro­
gressions. To state this result we have to generalize our notation, and let 
1I"(x; a, b; c, d) be the number of integers n in the residue class c (mod d) 
such that 1 < an + b :::; x and an + b are primes. His result is as follows: 
for any A > ° and B > ° 

L 
21h 

(e+h,d)=i 

2 II p(p - 2) II p - IT 
1I"-cp(d) (p-l)2 p-2 

#2 pi hd 
pt2 

2 

(1.5) 
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uniformly for d $ 10gB x and (c, d) = 1. Here (and also in (1.6) below) 
7r = 7r{x; (I, 1), (O, h); c, d) and T = T{x; (I, 1), (O, h)). In the same paper 
he announced a generalization of this result to prime k-tuplets. The proof 
has appeared in [6]. . 

Very recently Maier and Pomerance [7] extended (1.5) to a Bombieri­
Vinogradov type theorem, namely 

(1.6) 

for any A > 0, where 8 > 0 is some small computable constant. They 
established (1.6) to improve the size of the largest known gap between 
consecutive primes. One can also use (1.6) coupled with a lower bound 
sieve to deduce that infinitely often there are three primes and an almost 
prime in arithmetic progression. This was originally proved by Heath­
Brown [4] in 1981. His rather different approach led him to the excellent 
approximation that the almost prime has at most two prime factors. 

Our purpose is to prove (1.6) for prime k-tuplets. We are going to intro­
duce one more piece of notation. Recall that p(p) = p(p; a, b) is defined by 
the number of solutions of the congruence (1.1). We set 

1 II p II ( 1)-l: ( p(p)) o-(a, b; c, d) = d _ ( ) 1- - 1- - , 
pld P P P p P P 

(1.7) 

if p(p) < p for all prime p and (ac+b, d) = 1, and o-(a, b; c, d) = 0 otherwise. 
That the infinite product in (1.7) is convergent has been proved in [2]. We 
can now state our main result. 

Theorem. Let k ~ 1 and bl: be fixed integers and a be a fixed k-dimen­
sional integer vector. Let x be a real number with x ~ Ih I and let Z = 
Z(bl:; x) be the set of k-dimensional integer vectors b such that the last 
coordiante of b is bl: and the set {n : 1 < an + b ::; x} is not empty. For 
any A > 0 there is a B = B(A) > 0 such that for any D ::; x1/ 310g-B x we 
have 

xl: L max L 17r(x;a,b;c,d) - o-(a,b;c,d)T(x;a,b)1 ~ -A-· (1.8) 
d~D C bEZ log x 

The implied constant in the symbol ~ depends at most on A and a but 
not on bl:. This will be important later. In other words, if we fix a and the 
last coordinate of b then we can prove the prime k-tuplets conjecture on 
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average over the other coordinates of b. In addition we can do this in the 
form of a strong distribution theorem in residue classes. 

The case k = 1 is essentially the Bombieri-Vinogradov theorem with a 
weaker D while the case k = 2 covers (1.6), the recent result of Maier and 
Pomerance. For k ~ 3 the result seems new. The full power of our Theorem 
is not clear at presentj however it has already had several applications. We 
plan to return to a systematic discussion of the applications in a forthcoming 
paper. We mention here just some possibilities. 

The result that there are infinitely many prime-triplets forming three 
term arithmetic progressions can be expressed by saying that there are 
infinitely many linear polynomials having prime values at three consecutive 
integers. Our Theorem enables us to generalize this to infinitely many 
polynomials of degree k having prime values at 2k + 1 consecutive integers. 
This corollary was discovered by Professor Andrew Granville. 

In the next configurations all entries are primes and any three of them 
along an indicated line form a three term arithmetic progression. 

3 5 -17 - 29 

I \ I I I 
7 13 23 - 53 - 83 

I \ I I I 
11-17 - 23 41- 89 - 137 

As a consequence of our Theorem one can prove that there are infinitely 
many different "magic" triangles and squares with the above properties. 
One can also derive higher dimensional versions of these results. All of 
these applications are parts of a much grander design, namely the problem 
of solving systems of linear equations in many prime variables. This is the 
main objective of our forthcoming paper where we present the proof of the 
above results as well. 

The proof of the Theorem is based on induction over k starting from 
the Bombieri-Vinogradov theorem. The main tool is a new version of 
the Hardy-Littlewood circle method that we will call the Weighted Cir­
cle Method. In section 2 we will explain how this method works and leads 
to a recursion formula for 71'(Xj a, bj c, d). In section 3 we shall complete the 
induction argument. In section 4 we introduce a certain weight function 
which is small on the "major arcs" where our generating function is possi­
bly large. In this way the only information about the size of the generating 
function we need is an upper bound on the "minor arcs". Section 5 deals 
with this upper bound. We complete the proof in section 6 by calculating 
the "singular series" . 
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The weighted circle method works in a more general context. Suppose 
we are interested in r(n), the number of certain additive representations. 
By means of the circle method we can express r( n) as a certain integral of 
some generating functions. The traditional way is to calculate this integral 
by giving asymptotic expansions for the generating functions. The use of 
our weight function changes the meaning of the integral to the difference 
between r(n) and a certain average L:u(m)r(n - m) of r(n). The weight 
function makes the integral small and it remains to calculate the above av­
erage. This is sometimes very simple if r( n) is expected to behave regularly. 
However our method does not work if r(n) behaves very wildly. 

Acknowledgement: The author wishes to thank professors Carl Pomer­
ance and Helmut Maier for proposing this problem and for stimulating 
discussions. 

2. The Weighted Circle Method. 

Let k ~ 2 be an integer, a be a fixed k-dimensional integer vector, ble be a 
fixed integer and Z = Z(ble;x) be the set of k-dimensional vectors with the 
given ble in the last coordinate as in the Theorem. We have to pay attention 
to uniformity in ble as we will need this in the induction argument. For any 
k-dimensional integer vector a, b or p we get a, b or p by omitting the 
last coordinate. Let x be a sufficiently large real number, and c and d be 
integers. We define the functions 

R(a;c,d) = 

P(a) = L e(ap), 

l<ak n +h=p.:$;z 
n:c (d) 

l<p:$;z 

e(an) 

l<p.:$;z 
p.=a.e+b. (a.d) 

We can now define our weight function W(a) by 

W(a)=l- L ~ L (L e(-fm)) e(am) = Lwme(am). 
q:$;Q q m:$;qU (I,q)=l q m 

(2.1) 
The parameters U and Q here are positive integers that will be chosen later, 
and the variable f runs over a reduced system of residues mod q. 

We start with the integral 

J = L dm~ [1 ... t IR(-aa;c,d)P(ad···P(ale_1)W(-aa)12 da, 
d:$;D Jo Jo 

(2.2) 
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where D is any number satisfying 1 ~ D ~ x1/ 310g-B x. 
On the one hand we shall evaluate this integral by means of the k - 1 

dimensional Parseval identity; on the other hand we shall give an upper 
bound by means of upper bounds for R(a; c, d) and W(a). 

On multiplying out we obtain 

R( -au; c, d)P(ad··· P(ak-dW( -au) 

L L ... L Lwme(p-(n+m)a)u) 
n:c(d) l<PI~x l<Pk_I~X m 

l<akn+bk=Pk~x 

where the variables of the summations satisfy 

n == c (d), 1 < a(n + m) + h = p ~ x, 1 < akn + bk = Pk ~ x. (2.3) 

The (k - 1 )-dimensional Parseval identity gives 

2 

J= Ldm:XL LLL'" LWm 
d~D bEZ n m PI Pk-I 

= L dm:x LI1r(X;8,b;c,d) 
d~D bEZ 

1 ( f) 12 - Lu L L e -~ Ll , 
q~Q q m~qU (j,q)=l q n 

(2.4) 

where the summation over n satisfies the conditions (2.3). 
We will rearrange the summation over m and n into a summation over 

1 = n + m and n. Since the oscillating coefficient depends only on the 
residue class of m mod q we group the terms according to residue classes 
of 1 and n mod q. The conditions (2.3) then lead to the conditions 

1 == g(q), 1 < al + h = p ~ x, (2.5) 

n == h(q), n == c(d), 1 < akn + h = Pk ~ X, 1- qU ~ n < I. (2.6) 

We can easily see that counting integers n satisfying (2.6) essentially 
amounts to counting primes in arithmetic progressions and in short in­
tervals. The induction is based on the fact that the counting function of 
integers 1 satisfying (2.5) is 1r(X; a, h; g, q) and a, bare (k - I)-dimensional 
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vectors. Note that the induction step leads to the problem of prime 
(k -l)-tuplets in residue classes that are different from the starting residue 
classes. Therefore the induction hypothesis must contain the equidistribu­
tion in residue classes. In other words, we cannot prove the special case 
D = c = d = 1 without proving the more general theorem. 

Rearranging the last sum of (2.4) we arrive at 

J = L dm:x L 11I'(x; a, b; c, d) 
d~D bEZ 

_ ~q~ ~~~e (fh~fg) ~~>I' (2.7) 

Here 9 and h run over a complete system of residues mod q while f runs 
over a reduced system of residues mod q, 1 satisfies (2.5) and n satisfies 
(2.6) . We can handle the sum over n (on average over d) by the Bombieri­
Vinogradov theorem and the sum over 1 (on average over b) by the induction 
hypothesis. We first have to choose U and Q. Thus we consider first the 
upper bound. 

From the one dimensional Parse val identity we get 

J ~ (1 ... t IP(ad". P(ak_1)12 L dm:x IR(aa; c, d)W(aa)12 da 
io io d~D 

~ sup IW(a)12 L dm:x IR(a; c, d)12 
a d~D 

X 11 IP(ad12 da1 ... 11 
IP(ak_dI2 dak-1 

k-1 
~supIW(a)12LdmaxIR(a;c,d)12 xk_1 . 

a d~D C log X 
(2.8) 

The upper bound for the supremum over a comes from the following two 
basic lemmata that we will prove in sections 4 and 5. 

Lemma 1. Let W(a) be defined by (2.1) where the positive integers U 
and Q satisfy U ~ Q15. We have 

( i) W(a) ~ 1 and (ii) 
Q15 

W(a) ~ min Ullvall + -U . 
tJ~Q 

Lemma 2. For any A> 0 there is a B = B(A) > 0 such that if 

X 1/ 3 B X U 
D < -B-' log x ~ v ~ -B-' Iia - -Ii < v-2 

- log x log x v 



54 

then 

ANTAL BALOG 

Z2 L: dm~IR(0';c,d)12 ~A,a~ -A-' 
~D ~g z 

Remarks: The constants implied by the symbols ~ depend only on 
the indicated parameters; in particular, in Lemma 1 the implied constants 
are absolute. It is very important that Lemma 2 is uniform in ble. 

lIyll denotes the distance of y from the nearest integer. 
Lemma 2 says that the generating function R( 0'; C, d) is small on the 

"minor arcs" around rational numbers with large denominator but only on 
average over d. The known uniform result (see [1]) would be too weak for 
our purposes. 

The weight function W(O') is designed exclusively to be small on the 
"major arcs" around the rational numbers with small denominator where 
R( 0'; C, d) can be (but not necessarily is) large. This ensures that we have a 
good upper bound for the product W( 0' )R( 0'; c, d) everywhere (on average 
over d), and no information about the behaviour of R(O'; c, d) on the "major 
arcs" is needed. 

Lemma 2 is responsible for the exponent 1/3 in the level of distribution of 
d in the Theorem. Any improvement on Lemma 2 automatically improves 
this exponent (up to 1/2). 

One can consider Vinogradov's celebrated result [9] as the special case 
D = 1 of Lemma 2. In fact our proof follows very closely Vaughan's proof 
[8] for Vinogradov's estimate. 

As we have mentioned earlier we defer the proof of these lemmata to later 
sections, and we now return to the study of the integral J here. 

For any A > 0 we choose B according to Lemma 2, and we choose the 
parameters in the weight function as 

Q = [1 + 10gB z] , u = [ ~B]' log z 
(2.9) 

By the Dirichlet approximation theorem we can find for any 0' a rational 
number u/v such that 

z u Q 
(u,v)=I, l~v~Q' 10'--1<-. 

v vz 

We divide the real numbers into two parts, the "major arcs" consisting of 
the real numbers 0' with v ~ Q, and the "minor arcs" consisting of those 
with Q < v ~ z/Q. As Q/z ~ l/v we can apply Lemma 2 and Lemma 
1 (i) on the "minor arcs" while we can apply Lemma 1 (ii) and a trivial 
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bound for R( a; c, d) on the "major arcs". We arrive at 

sup IW(aW L: dm~ IR(a;c,d)1 2 

a d~D 

Inserting this into (2.8) and (2.7) we get 

2 

L: dm:x L: 1r(z;a, b;c,d) - L: ~ L:L:L:e (fh - fg) L: L: 1 
d~D bEZ q~Q q 9 h f q I n 

(2.10) 

We modify the conditions (2.5) and (2.6) slightly to 

n == h (q), n == c (d), akn + bk = Pk, 1- qU ~ n < I. (2.12) 

Changing the old conditions to the new ones introduces an error term which 
is bounded by the right hand side of (2.10). Thus in (2.10) we may assume 
that 1 satisfies (2.11) and n satisfies (2.12). 

(2.10) is the result of the weighted circle method and the starting point 
for our further investigations. 

3. The Induction Step. 

We shall prove our Theorem by induction. For k = 1 the statement 
follows immediately from the Bombieri-Vinogradov theorem. (There is no 
average over b in this case.) We suppose that k ~ 2 and that the Theorem 
is true for k - 1. Let a be a fixed k-dimensional integer vector and bk be 
a fixed integer. We use all the notations and definitions introduced so far. 
Our starting point is (2.10). By the Cauchy-Schwarz inequality we deduce 
that 
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Recall that 9 and h run over a complete system of residues modulo q, 1 
runs over a reduced system of residues modulo q, 1 satisfies (2.11) and n 
satisfies (2.12). The sum over n is zero unless 

(al:,bl:) = (al:c+bl:,d) = (al:h + bA;,q) = 1, h == c mod (q,d), (3.2) 

in which case the conditions (2.12) are equivalent to 

al:l + bl: - al:qU ~ PI: < al:l +bl:, PI: == al:r + bl: mod al: [q,dj, 

where r is the unique solution modulo [q, dj of the congruences r == h (q), 
r == c (d). We have 

~ 1 al: 
L..J qU = <p(al:[q, dj) log(al:l + bl:) 

n 

+ 0 (( d~r 1 b )) + 0 ( lU max max IE(y, r,al:[q, dJ)l) , <p al:q, al: + I: q !I~g: r 

where the first error term comes from replacing the logarithmic integral by 
a single term, and E(y, r, s) is the error term in the prime number formula 
for the arithmetic progression r modulo s. According to the induction 
hypothesis we have in a certain average sense 

~ 1", O'(a, b;g,q)T(z;a, b), 
1 

where 1 satisifies the condition (2.5). However after summing over n we 
get a "smooth" weighting factor of 1 in (3.1), and the condition (2.11) is 
also slightly different. The expected main term is O'(a,b;g,q)T(z;a, b). 
Therefore we write 

~ 1 -
L..J} ( 1 b) =O'(a,b;g,q)T(z;a,b)+F(z;a,b;g,q), 

1 og al: + I: 

Using this estimate in the second term of the expression enclosed in 1···1 
in (3.1) we get 

~ ~~~~e(lg-lh)~~1 
q~Q q 9 h I q 1 n 

= T(z;a, b) ~ (a 7 dJ) ~~~e (Ih - Ig) O'(a,b;g,q) 
q~Q <p I: q, 9 h I q 

+ 0 (~~) +0 (~;; ~m;"'IE(Y.r.a.[q.dJ)l) 

+ 0 (~ q(:) ~ IF(z;a, b;9,q)l) . 
q~Q <p 9 
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First we consider the contribution of the error terms to the entire sum. 
In case of the first error term we have trivially 

" " Q5U Q5U k-11 xk L..J L..J -(d) ~ x ogx ~ -A-' 
d~D bEZ '{) log x 

where Z is the set of k-dimensional vectors b such that the last coordinate 
of b is bk and the set {n : 1 < an + b ~ x} is not empty. The second error 
term on average over [q, d) can be estimated by the Bombieri- Vinogradov 
theorem: 

L L L xq mg.m;-x IE(y, r, ak[q, d))1 
d~D b q~Q U L 

xkQ xk 
~ u L r(n) max max IE(y,r, n)1 ~ -A-· 

n~akQD y~r r log x 

The coefficients r( n) here take into account the number of representations 
of n in the form n = [q, d) and can be removed by an application of the 
Cauchy-Schwarz inequality. 

The induction hypothesis enables us to handle the last error term on av­
erage over b. Note that IF(x; a, b; g, q)1 is not exactly the error term in the 
theorem. We have to use partial summation or we need a slightly modified 
statement because of the "smooth" factor. We can state and prove the 
Theorem with any "smooth" function s(n) contained in both 7I"(x; a, b; c, d) 
and T(x;a, b), where "smooth" means differentiable with s(t) = 0(1), and 
s'(t) = O(l/t). The only change is that R(a;c,d) must also contain s(n). 
In this way we use the induction hypothesis for s( n)/ log( an + b) which is 
again a "smooth" function. The "smooth" version of Lemma 2 can be de­
duced by partial summation. We leave the details to the reader. Note also 
that we do not use the full strength of the induction hypothesis because 
we are averaging over the last coordinate of b as well. However this is the 
reason for requiring the induction hypothesis to be uniform in bk. We have 

L L L q(:) LIF(x;a,b;g,q)1 
d~D bEZ q~Q '{) 9 

Xk 
~ Q3 log x L L max L IF(x;a, b;g,q)1 ~ -A-· 

h-l q<Q 9 b log x 

where b runs over Z with fixed last two coordinates. We arrive at 

L m:x L 17I"(x; a, b; c, d) - T(x; a, b) L ( at d)) 
d~D bEZ q~Q '{) ak q, 

" " " (f h - f g) _ - 1 xk X L..J L..J L..J e O"(a, b; g, q) ~ -A-' 
9 h f q log x 

(3.3) 
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where I, 9 and h run over a complete system of residues modulo q and 
satisfy the conditions 

(f,q)=(ag+b,q)=(akh+bk,q)=1, h:=c mod (q,d), (3.4) 

and where both 1I'(x; a, h; c, d) and the second term in the expression I· ··1 
on the left-hand side of (3.3) are zero unless 

(3.5) 

These conditions come from (3.2) and from considering terms with 
O'(a, big, h) # 0 only. Note that 1I'(x; a, h; c, d) = 0 when (ac + b, d) # 1. 
In this case the second term in the expression I··· I on the left hand side 
of (3.3) (the term involving the multiple sum) must be zero. Also we 
can define p(p) = p(p; a, b) as the number of solutions of the congruence 
Il(an + b) := 0 (mod p). Obviously p(p) = p(p) or p(p) = p(p) - 1, and 
p(p) = p implies p(p) = p. But p(p) = p can also happen when p(p) < p. 
Thus 1I'(x; a, h; c, d) = 0 is possible when O'(a, b; g, q) # O. This must be 
also reflected in the "singular series" . 

In section 6 we will evaluate this "singular series" by proving the following 
recursion formula. 

Lemma 3. Let a and h be fixed and define 

L = I1(abk - akb) = (albk - akbl)'" (ak-lh - akbk_d· 

We have uniformly in c, d and h 

'" ak '" '" '" (Ih - Ig) _-.i....I ( [ d]) .i....I.i....I.i....I e O'(a, h; g, q) 
q~Q tp ak q, 9 h J q 

(
((d, k»(k + 1),,(Ld) IOg2k(Qla llhl)) 

= O'(a, h; c, d) + 0 Qtp(d) 

where the variables I, 9 and h satisfy (3.5), (n) is the squarefree part of n 
(that is, the product of the distinct prime divisors ofn), v(n) is the number 
of distinct prime divisors of n, and Ivl is the length of the vector v. 

This lemma contains in some sense the arithmetic structure of the prime 
k-tuplets problem. Its proof is elegant and elementary but not very illumi­
nating. 
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Substituting the estimate of Lemma 3 into (3.3) we get 

L m:x L 11I"(x;a, b;c,d) - T(x;a, b)u(a, b;c,d)1 ~ 
d~D bEZ 

'" '" x«d, K))(k + IV(Ld) logl: x xl: 
~ L..J L..J Q (d) + -A-' 

d~D b cp log x 

Note that by (3.5) we have (d, K) = (d, K) where K = I1(ac + b). The 
summation over d can be estimated the following way: 

L «d, K))(k d+ IV(Ld) :$ (k + 1)v(L) L (k + IjV(d) L cp(6) 

d~D cp( ) d~D cp() 61 «d,K)) 

(k + l)v(d/) 
:$ (k + It(L) L (k + ly(n L d' 

61 (K) d/~D cp() 

~ (k + ly(L)(k + 2y(K) logl: x. 

By the Cauchy-Schwarz inequality we have 

This completes the proof of our Theorem. The remainder of the paper 
is devoted to the proof of our main lemmata. 

4. The Weight Function. 

Our goal in this section is to build up a trigonometric polynomial which 
is bounded (independently of the number of terms) and small around the 
rational numbers with small denominator. In fact, the result is given by 
(2.1). The notation here is completely independent of the other parts of 
the paper. Throughout this section the implied constants in the symbols 
~ are absolute unless specified otherwise. We start with a very simple 
observation. 
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Lemma 4. Let U > 0 be an integer and 

1 
U(a) = 1- U L e(al). 

I~U 

( 4.1) 

We have (i) U(a) ¢: 1 and (ii) U(a) ¢: Ullall. 

Proof: (i) is trivial, and (ii) follows immediately from the estimate e(la) = 
e(liiall) = 1 + O(lllall). 

U( a) is a bounded trigonometric polynomial which is small around zero. 
For any real number r the polynomial U (a - r) is bounded and small 
around r. If we have a collection of real numbers then we may hope that 
the product of the associated polynomials will be small near these numbers. 
In fact, we have 

Lemma 5. Let rI, "', rR be real numbers with IIri - rjll ~ 0 for all 
i =F j, and let UI, ... , UR be positive integers with Ui ~ U > 0 for all i. 
Let V (a) be defined by 

V(a) = II (1- ~. E e«a - ri)/)) . 
i~R ' I~Ui 

(4.2) 

If logR<U6then (i) V(a}¢:land (ii) V(a)¢:mini~RUilla-rdl. 

Proof: First we prove (i). We have, using the formula for the sum of the 
geometric series, 

lV(a)1 ~ II (1 + ~.I L e«a - ri )l)l) 
i~R ' I~Ui 

~ exp (E ~I E e«a - r i )l)l) 
i<R U, I<U - - . 

«exp (~min (I, u'lIal
- r,ll) ) 

For any fixed a the numbers a - ri are spaced at least 0 apart from each 
other. Therefore 
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which proves part (i) of the lemma. Part (ii) follows by selecting out one of 
the factors, estimating this factor by Lemma 4 and the remaining factors 
by part (i). 

The last step is to show that the major part of the product comes from 
carrying out the multiplication and choosing 1 in each but at most one 
factors. This is the content of the next lemma. 

Lemma 6. Let rl, "', rR be real numbers with IIri - rjll ~ {) for all 
i i- j and Ul , .,. , U R be positive integers with QU ~ Ui ~ U > 0 for all 
i. Let W(a) be defined by 

1 
W{a) = 1- L lj. L e( -lri)e(al). 

i~R 'I~U; 

(4.3) 

If 62U > R 5Q then (i) W(a) «: 1 and (ii) W(a) «: mini~R Udla -
rill + R5Q/{)2U. 

Proof: Let V(a) be defined by (4.2). We will show that under the given 
conditions we have 

R5Q 
V(a) - W{a) «: {)2U' 

Lemma 6 then follows from Lemma 5. 
We introduce some notation. 

1 
1- U. L e((a - ri)l) = Lbi(l)e(al), 

, I~U; I 

{
I if 1= 0, 

b·(l) = _le(-lr·) if 1 < I < U· , U;' - - " 

o otherwise, 

Veal = U (~>(I),(al)) = ~am,(am), 
am = L bl(lt}···bR(lr). 

m=ll+··+IR 

In particular we have 

( 4.4) 

ao = 1, al = L bi(I), am = L bi(m) + 8 m for m ~ 2, (4.5) 
i~R i~R 

(4.6) 
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where ~. means that at least two summands Ii differ from zero. 
Clearly we have 

V(a) - W(a) = L 8m e(am), (4.7) 
m 

and (4.4) will follow from an appropriate bound for the coefficients 8 m . 

Since am is the Fourier coefficient of V(a) we get from Lemma 5 (i) 

am = 11 V(a)e(-am)da ~ 1. (4.8) 

Consider the expression (4.6) and group the terms according to the sum 
L of the two non-zero summands with largest indices i < j. For m > 2 we 
obtain the following important decomposition: 

8m = L L L bi (1)bj(L-l) L b1(1t}·· ·bi - 1(1i-t}. 
19<j~R2~L~m 19<L m-L='l+"+'i_l 

(4.9) 
The number of terms in the first sum is (~) ~ R2. The last sum can be con­
sidered as am-L attached to the subsystem of real numbers r1, ... , ri-l, 
and (4.8) is applicable. The sum over 1 reduces to a sum of a geometric 
series that we can estimate easily. We have 

where in the second term 1 runs over an interval defined by the inequal­
ities 1 ~ 1 ~ Ui and 1 ~ L - 1 ~ Uj. In particular, the sum is 
empty unless L ~ Ui + Uj. (4.9) and (4.10) give the bound 8m ~ 

~l~i<j~R(Ui + Uj )ljUiUj8 ~ R2 jU8. This bound is not strong enough 
for us, but together with (4.5) it enables us to improve (4.8) to 

(4.11) 

We can repeat the above argument using (4.11) instead of (4.8). This time 
we have to be more careful because (4.8) was true for every m but (4.11) 
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is true for only m ~ 1. We therefore treat the term L = m separately. 
Starting from (4.9) we get for m ~ 2 

8 m = L (L bi(/)bj(L -I) 
19<j~R l~'<m 

+ L L bi(l)bj(L,) L bl(ld··· bi-l(li-l)) 
2~L<m 19<L m-L='l+,,·+li_l 

( 1 1 R2) Jll 
< L U26+(Ui+ Uj )U·U·6U6 <U262' 

19<j~R ' J 

(4.4) follows from this and (4.7) because the number of non-zero terms in 
(4.7) is at most Ul + ... + UR :$ RQU. 

Lemma 1 is a special case of Lemma 6, corresponding to the choice 
{rl' "', rR} = {a/q;O :$ a < q :$ Q, (a,q) = I}, Ui = Ua/ q = qU, 
6 ~ Q-2 and R:$ Q2. There may be a shorter direct proof of Lemma 1, 
but the above approach shows clearly how the function W(o') arises. 

5. The Generating Function. 

This section is devoted to the proof of Lemma 2. Let a and b be fixed 
integers and let 

R(O';c,d) = e (-O'~) L 
l<n<~ 

n::ac+b(ad) 

where A( n) is the von Mangolt function. We want to prove that for any 
A> 0 there is a B = B(A) > 0 such that if 

then 

B %1/3 B % U 2 
log %:$ D :$ -B-' log %:$ V :$ -B-' 110' - -II < v-

log % log % V 

%2 L dmaxIR(O';c,d)12 <A,a -A-' 
dSD c log % 

(5.1) 

Lemma 2 follows from (5.1) by partial summation. Note that the bound 
(5.1) is uniform in b. This is important in the induction step in section 2. 
The symbol m "" M will stand for the inequality M < m :$ M' for some 
M':$2M. 
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For given d we choose C and Cd such that the maximum on the left hand 
side of (5.1) is attained at C and Cd == ac + b (ad). We may suppose that 
(Cd, ad) = 1. By a standard argument based on Vaughan's identity [8] the 
estimate (5.1) follows if we can prove 

2 

(5.2) 

for any D' ::; D, for any coefficients lam I ::; 1, Ibn I ::; 1 and for any M 
satisfying 

I : M ::; V 2 , if bn = 1 for all n, 

X 
II: V ::; M ::; V' otherwise, 

where V is a parameter to be chosen later. The left hand side of (5.2) will 
be denoted by I resp. II in the case I resp. II. We denote by m the 
solution of the congruence mm == 1 (ad) whenever (m,ad) = 1. 

We have 

~XL L L (5.3) 
d",D' m",M n'5.x/m 

(m,ad)=l n:fflcd (ad) 

Writing n = mCd+lad we can change the summation over n into summation 
over I where I runs over an interval of length at most x/amd and the 
summands form a geometric series. We have 

l:e (a:n) = l:e(amld) ~ min (:D" lIamdll-1) . (5.4) 
n I 

Thee basic tool in the estimates here is the following well-known estimate. 
If lIa - ;11 < v- 2 then 

. XY L min(Y, lIa nll-1) ~ - + (X + v) logv. 
v 

n'5.X 
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A proof can be found in [7] but the result itself has been used already by 
Weyl and Vinogradov. 

Combining this with the Cauchy-Schwarz inequality and known bounds 
for the mean square of the divisor function T( n) we get 

:L T(n)min(Y, lIa:nl\-l) ~ (~~ + Xyl/2 + (Xyv)1/2) log2(Xv). 
n!::X 

(5.5) 
Substituting (5.4) into (5.3) and then applying (5.5) we arrive at 

I ~ x:L :L min C:D' l\amd ll-1) 
d-D'm-M 

~x :L T(n)minC:D,I\a:nll-1) 
n-MD' 

provided that 

x 
I: MD< -8-' 

- log x 

In other words, (5.2) is proved in case I if (5.6) is satisfied. 

(5.6) 

Next we turn to (5.2) in case II. The idea is the same but technically 
more complicated as we have to get rid of the unknown coefficients. We 
start by subdividing the summation over m in (5.2) into residue classes 
mod ad. We obtain 

Writing n = led + lad and bn = b1,J,d we can change the summation over 
n into a summation over I. The bound n ::; x/m may be replaced by the 
bound I ::; x/mad at the cost of an error term 0(1) in the inner sum. We 
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arrive at 

2 

Ee(a:m(l-I')d) + M2D2, 

where the variable m satisfies the conditions m - M, m == f (ad), m ~ 
x / adl and m ~ x / adl'. Writing m = f + kad we change the summation 
over m into a summation over k. At the cost of an error of order 0(1) we 
may write the conditions on k as k - M/ad, k ~ x/a2~1 and k ~ x/a2d2/'. 
We have 

II <. E Md E E Ee(a:k(l-I')ad2) 
d",D' (J,ad)=ll¢I'~:z:laMD' A: 

x2D + M2 D2 + M + xM D. (5.7) 

The last three terms have the desired size if we suppose that 

B X 
I I: D log x < M < B' 

- - Dlog x 
(5.8) 

The summands are independent of f. Thus we can carry out the summation 
over f trivially. Depending on the size of D' we estimate the sum in (5.7) 
in two different ways. First we consider the inner sum as the sum of a 
geometric series. Setting I - I' = h we obtain, by a standard argument, 
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provided (5.8) holds and 

D' $ logB/3 x. (5.9) 

If D' is large then we carry out first the summation over d. We start 
from (5.7) applying the Cauchy-Schwarz inequality. We suppose that (5.8) 
holds, but (5.9) is not satisfied, and we use these relations to simplify our 
expression in each step. We get 

<XD'3/2( L L 
lt1'$r/aMD' k#'$M/aD' 

~ e(a(k - k')(l-I')ad2) 
)

1/2 

x2 
+--logA x' 

where d runs over an interval defined by the inequalities d '" D', kad '" M, 
k'ad", M, Ika2d2 $ x, Ik'a2d2 $ x, l'ka2d2 $ x, l'k'a2~ $ x. In any case 
the inner sum is at most as large as the maximum of the same type of sums 
with d '" D' replaced by d '" D" and the maximum is taken over all D" 
satisfying D" '" D'. Writing I - I' = h, k - k' = g and collecting the terms 
n = g ha we arrive at 

We use a well-known linearization argument in bounding the inner sum. 
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2 

= L e(an(d - d')(d + d')) 
d,d' .... D" 

< D" + L L e(anh(h + 2d)) 

< D' + L min(D',lla2nhW 1). 

h<2D' 

As a last step we substitute this back into (5.10) and then apply (5.5.) We 
arrive at 

II < ~?/41ogx (L L min(D', Ila2nhll-1)) 1/4 + 4-
n$.:c/ D,l h<2D' log x 

< x7/ 41ogx ( L r(m)min(D', lIamll -1)) 1/4 + 4-
m$.4:C/ D' log x 

(
XX ) 1/4 X2 x 2 < x7/ 4 1og2 x _ + -- + x 1/ 2 v1/ 2 + -- < --. 

V 1/ 2 DIl/2 logA X logA x 

Comparing condition II and (5.3) a plausible choice for the parameter 
V is V = D 10gB x. This ensures that every arising bilinear form of type I I 
satisfies (5.8). Finally we can easily verify that every bilinear form of type 
I satisfies (5.6) if V2 D $ X/10gB X (that is D $ x1/ 3 / 10gB x). 

As we have mentioned in section 2, this proof is direct generalization 
of Vaughan's proof [7]. An approach via the large sieve might possibly 
improve the exponent of the level of distribution to 1/2 in both Lemma 2 
and the Theorem. 

6. The "Singular Series". 

In this section we will prove Lemma 3. We will use again the notations 
and definitions introduced in sections 1, 2 and 3. a and b are now fixed k­
dimensional vectors, a and b are their k-1-dimensional projections without 
the last coordinate, c and d are fixed integers and p(p; a, b), p(p; a, b), 
o-(a, b; c, d), K, L are as before. Q > 0 is any real number. We can suppose 
(3.5), that is 

(6.1) 
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We can also suppose that p(p) < p for all primes p, for otherwise Lemma 
3 is true with zero on both sides. For any integers q and a I q define 

S(q;a,h;c,~) = L:L:I:> (fh - fg), 
J 9 h q 

where f, g and h run over a complete system of residues mod q and satisfy 
the conditions 

(I, q) = (ag + b, q) = (a/ch + b/c, q) = 1, h == c (~). (6.2) 

Note that under the conditions (6.1) and (6.2) O'(a, big, q) is independent 
of g. We are going to prove Lemma 3, i. e., 

( 1) -Ic+l( -()) II 1-- I- PP L: (a[ dj)II _p_( )S(q;a,h;c,(q,d)) 
p P P q$.Qq<pa/cq, plqP PP 

_ ( h. d) 0 (((d, k))(k + ly(Ld) IOg2/c(Q1a11hl)) 
- 0' a, , c, + Q<p(d) (6.3) 

uniformly in c, d and h. Recall that (n) denotes the squarefree part of n. 
First we show that S(q; a, h; c,~) is multiplicative in q. 

Lemma 7. If ~ I q = q'q", where (q', q") = 1 then ~ = ~' ~", where a' I q' 
and ~"Iq" and S(q;a,h;c,~) = S(q';a,h;c,~')S(q";a,h;c,~"). 
Proof: Let ij' resp. ij" be the inverse of q' resp. q" modulo q" resp. 
q', that is q'ij' == 1 (q") and q"ij" == (q'). We write f = f'q" + f"q', 
g = g' q" ij" + g" q' ij' and h = h' q" ij" + h" q' ij', where g', h' resp. g", h" are 
the residues of g, h modulo q' resp. q" and f' resp. f" are the residues of 
fij" modulo q' resp. of fij' modulo q". f, g, and h run over a complete 
system of residues modulo q if and only if f', g' and h' run over a complete 
system of residues modulo q' and f", gil and h" run over a complete system 
of residues modulo q". Moreover 

{ (I', q') = 1, 
(I, q) = 1 '¢:::::> (I" , q") = 1, 

_ - { (ag'q"ij" + b,q') = (ag' + b,q') = 1, 
(ag + h, q) = 1 '¢:::::> _ _ 

(ag" q' ij' + h, q") = (ag" + h, q") = 1, 

( h b ) -1 {(a/ch'q"ij"+b/c,q')=(a/ch'+b/c,q')=1, 
a/c + /c, q - '¢:::::> 

(a/ch"q'ij' + b/c,q") = (a/ch" + h, q") = 1, 

h = c ~ { h'q"ij" == h' == c (~'), 
- ( ) '¢:::::> h" q' ij' == h" == c (~II). 



70 ANTAL BALOG 

Finally we have 

L L I> (!.(h - g)) 
/ g h q 

= L L L L L L e(f'qll ;,!"q' (h'q"q" + h"q'q' - g'q"q" -g"q'q'~ 
/' /" gl gil hi h" q q V 

= L L L LL L e (': (h'q"q" - g'q"q") + ,:: (h"q'q' - g,qllq")) 
/' g' hi /" gil h" q q 

= LL Le (': (h' - g')) LLLe (':: (h" - gIl)) . 
/' gl hi q /" gil h" q 

Next we are going to calculate S( q; a, b; c,~) for prime powers. 

Lemma 8. Let a 2: f3 2: ° be any integers and suppose that (a,b) = l. 
We have 

p- p(p) , 

p(p) - p, 
-p(p) , 
p(p) , 

if a = 1, f3 = 0, plL, pJak; 

if a = f3 = 1, pIK, pJ ak C + bk; 
ifa=1, f3=0, pJakL; 
iia=f3=1, pJK; 

o otherwise. 

Proof: First note that the last case in the statement of the lemma means 
either a = 1, f3 = 0, plak or a = f3 = 1, plakc+h or a 2: 2. Throughout the 
proof we omit the argument from S( q; a, b; c, ~) that is we use the notation 

We consider five different cases. We will make frequent use of the well­
known identities 

Le (~) = 0, 
a~q q 

L e (~) = p(q). 
a~q q 

(a,q)=1 

Case 1. f3 = 0, plak. In this case the sum over h extends over all h ~ pO 
and is therefore zero. Hence S = 0. 
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Case 2. (3 = 0, pI ak. Let ak be defined by akak == 1 (pal We have 

Thus S = 0 unless a = 1 in which case 

If we drop the condition pI iig+b, then the double sum becomes zero. Thus, 
it suffices to consider those 9 ::; p that satisfy I1(iig + b) == 0 mod p. There 
are exactly p(p) such g. For any fixed 9 satisfying this condition the sum 
over I is either p - 1 or -1 depending on whether plakbk + 9 or pI akbk + g. 
If pI L then there is no 9 with plakbk + g, while if plL then there is exactly 
one such g. Thus we arrive at 

if pI L 

if piL. 

Case 3. a ~ (3 ~ 1, plake + bk. The sum over h is empty and thus S = o. 
Case 4- a> (3 ~ 1,pl ake + bk. We have pI akh + bk so that S = 0 again 

smce 

(/h) (,e) (/hl) L e - = L e - e -(3 = O. 
h~p'" pOt h/~p"'-/l pOt pOt-

h=c (p"') 
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Case 5. a = f3 ~ 1, pJ ak C + bk. In this case the sum over h extends over 
the value h = c. The argument then follows closely the argument of Case 
2. If we drop the condition pJ iig + b, then the double sum becomes zero. 
Thus it suffices to consider those 9 :5 pcx that satisfy TI (iig + b) == 0 mod p. 
They are of the form 9 = g' + g"p, where g' :5 p, and satisfy TI(iig' + b) == 0 
mod p (there are exactly p(p) such g'), and g" :5 pcx-l. The summation 
over g" is zero unless a = 1. We have 

For any fixed g' the summation over f is either p - 1 or -1 depending on 
whether c == g' (p) or not. If pJ I< then there is no such g' while if plK then 
there is exactly one. We arrive at 

{ -I, if c t 9' (p) { p(p) , if pJ I< 
p - 1, if c == g' (p) - p(p) - p, if plI<. 

These five cases cover Lemma 8. 

We are now in a position to prove (6.3). First of all we note that 

p(p) = { p(p), if plakL, 
p(p)-I, ifpJakL. 

(6.4) 

By Lemma 7 and Lemma 8 we can express S( q; a, b; c, (q, d» exactly. Sub­
stituting the expression for S(q; a, b; c, (q, d» into the left-hand side of (6.3) 
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(abbreviated by 1;) we get 

p 

p-l 

where 

(p(p) - p) II p(p) 
pig 
pld 

plK 

1jJ(q)=II(-1)II p(~) II 1 II -p(p) 
pig pig P - p(p) pig P - 1 pig (p - 1)(p - p(p)) 
pld pld plok d pi Ok d 
plK plK plL plL 

and in the summations over q we may assume 

for otherwise S(q;a,b;c,(q,d)) = O. The last condition in (6.5) is, in fact, 
guarranteed by (6.1). 

We will show that the infinite sum E 1jJ(q) is absolutely convergent. To 
this end we are looking for an upper bound for the tail of L: 11jJ(q)1 that is 
uniform in c, d and b. Since p(p) ~ k - 1 we have the trivial bounds 

p(p) < !.. (for p ~ k2), 
(p - 1)(p - p(p» - p2 

peg) 
1jJ(q) ~ «d, K))(q, Ld)-2 

q 

with an implied constant which depends at most on k. Thus 

p(q) p(th) 

L 11jJ(q)1 ~ L«d,K))(q,Ld)-2 ~ «d,k)) Lt L t 2h2 
q>Q q>Q q tlLd h>Q/t 

~ «d, K)) L e(t) logk A ~ «d, K))(k + 1t(Ld) lol Q. (6.7) 
TILd Q Q 
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Here we used the fact that the summations are only over squarefree num­
bers. If pI aibj - ajbi for all possible pairs i 1: j then pep) = k - 1. This 
is certainly the case for p > lallbl. By Mertens' prime number theorem we 
then have 

( 1)-1:+1 ( pcp)) II 1-- 1--
P P P 

( 1)-1: (1)-1:+1 ( k 1) 5 II 1-- II 1-- I--=- <:logl:lallbl· 
p~lallbl p p>lallbl p p (6.8) 

Substituting (6.8) and (6.7) into (6.6) we arrive at 

1 ( 1)-1 ( 1)-1:+1 ( pep)) E = ;j II 1 - - II 1 - - 1 - - L tJ!(q) 
plGk d P p P P q 

o ((d, K))(k + 1)v(Ld) log21:(Qla llbl)) 
+ Qtp(d) 

1 ( 1)-1 ( 1)-1:+1 ( p(p)) =;jII 1-- II 1-- 1-- II(I+tJ!(p)) 
plGk d p p P P p 

o ((d, K))(k + l)v(Ld) IOg21:(Qla llbl)) 
+ Qtp(d) 

= ~ II (1- ~)-III(l_ ~)-I:+l(l_ P(P») II P II-P 
d p p p p - p(p) p - 1 

plGkd P pld pI Gk d 
pI K plL 

x II (1 _ pep) )+O((d, K)(k + ly(Ld) log21:(Qla llbl)) 

I d (p - 1)(p - pep)) Qtp(d) 
p Gk 
plL 

1 ( 1)-1 P (1)-1 (1)-1 =-II 1-- - II 1-- II 1--
d Id P P - p(p) I P I L P p P Gk P Gk 

pI d plL 

( -( ) ) ( 1) -1:+1 ( -()) x II 1- pp II 1-- p-pp 
(p - 1)(p - p(p)) p P 

plGk d P 
plL 

( (d, K))(k + ly(Ld) log21:( Qlallbl)) 
+ 0 Qtp(d) 

if (K, d) = 1. Otherwise the main term is zero. The main term is also zero 
if there is a prime p such that pI al:dL and p(p) = p - 1. By (6.4) we have 



THE PRIME K-TUPLETS CONJECTURE 75 

p(p) = p in this case, and u(a, h; c, d) is also zero. Every prime p appears 
exactly twice on the right hand side, once in one of the first four products 
and a second time in the last product. For those primes that belong to 
the first product we can change p(p) into p(p) in both instances. For the 
primes that belong to the second or third product we have p(p) = p(p), 
and we can change them. Finally if p belongs to the fourth product then 
p(p) = p(p) - 1 and we get that 

(1-!) (p- P(p)) (1- p(p) _ ) = (1- p(p)). 
p p (p - 1) (p - p(p)) p 
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On Arithmetic Functions 

Involving Consecutive Divisors 

A. BALOG, P. ERDOS, AND G. TENENBAUM 

Dedicated to Paul Bateman 

§ 1. Introduction. 

This article is motivated by several questions posed in [3], which we 
can now at least partially answer. 

Let 1 = d1 < d2 < ... < dT(n) = n denote the increasing sequence of 
divisors of a general integer n. A quantitative measure of the growth of the 
di is provided by the arithmetic function 

H(n):= L (di+l - di)-l. 
19<T(n) 

It is established in [3] that 

H(n) ~ T(n)(logT(n))-t+e 

holds for any fixed c > 0 and that 

maxH(n) > exp {(log~)t+O(l)} 
n~x 

(n ~ 2) 

(~~ 00). 

(1.1) 

(1.2) 

Our first result is an upper bound for the left hand side of (1.2) in 
terms of the quantity 

D(~) := maxT(n) = 2(1+o(1))I~~~"'''' 
n~x 

(~~ 00). 

(Here and in the sequel we let logk denote the k-fold iterated logarithm.) 
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5 log 3 
Theorem 1. Set c = :3 - log 2 = 0.08170. Then we have 

maxH(n) :5 D(X)l-C+O(l) 
n:5 x 

(x - 00). (1.3) 

An analogous bound, with an unspecified constant c, has been inde­
pendently obtained by Erdos and Scirkozy, with a different method (unpub­
lished). It emerges from (1.3) that (1.1) can be significantly improved in 
the case when T(n) is "large". On the other hand, it follows from Theorem 
9 of [3] that 

H(n) ~ T(n)l-C log(1 + w(n)) (1.4) 

holds, with the same value of c, whenever n is squarefree. (We let w(n) de­
note the number of distinct prime factors of n.) This leads to the conjecture 
that a bound of the type 

H(n) ~ T(n)1-6 (1.5) 

with an absolute 8 > 0 could hold unconditionally. We haven't been able 
up to now to prove or disprove this hypothesis. 

The lower bound (1.2) is probably not optimal, but it seems difficult 
to make a reasonable guess concerning the maximal order of H (n). One 
trivially has 

H(n) ~ lI:(n):= L 1 
d(d+l)ln 

(1.6) 

and the function 11:( n) raises an interesting open problem. We certainly 
believe that 

lI:(n) ~£ T(nY 

holds for any € > 0, but no upper estimate is actually available other than 
those which follow, via (1.6), from the results on H(n). Erdos and Hall 
established in [2] the asymptotic inequality 

(x - 00). 

We can strengthen this estimate in the following way. 

Theorem 2. We have 

(x - 00). (1.7) 

This confirms a conjecture of ErdOs. The analogous problem for the 
counting function of those divisors of the form d(d + 1) ... (d + t - 1) with 
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fixed t > 2 seems much more difficult and we do not know in this case 
whether the maximal order exceeds an arbitrary power of log n. Erdos and 
Hall prove in [2] that a power at is acceptable provided at < el/t . 

Our proof of Theorem 2 rests on an effective version of a result of 
Hildebrand [8] which is of independent interest. Let P+(n) (resp. P-(n)) 
denote the largest (resp. the smallest) prime factor of n, with the convention 
P+(1) = 1, P-(I) = +00. Moreover, let us systematically put 

log x u·_--
.- log y 

The key to Theorem 2 is the following 

Theorem 3. The estimate 

P+(n(n+l))~y 

holds uniformly in the range 

x ~ 3, 

(1.8) 

(1.9) 

Let p(u) denote Dickman's function. It is known [9,10] that one has 

'It(x,y):= L: 1- xp(u) (1.10) 

as x, y tend to infinity in the range 

exp {(lOg2 x)!+c} ~ y ~ x, 

and the Riemann Hypothesis implies the persistence of (1.10) in any region 
of the type 

(logx){(r) ~ y ~ x (1.11) 

where e(x) --+ 00, see [7,13]. It is hence natural to conjecture that the 
left hand side of (1.8) is asymptotically (1 + o(I))xp(u)2 when x, y --+ 00 

in the range (1.11). Such a result would provide a strong measure of the 
multiplicative independence of nand n + 1, but seems at present very 
difficult, if not out of reach, even in a more modest region like XC ~ Y ~ x. 

In order to prove Theorem 3, we establish an elementary lower bound 
for the quantity 

'It(x,y;a,q):= cardin ~ x: P+(n) ~ y, n == a(modq)} (1.12) 
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under the hypotheses 

This is the content of Lemma 3.2 below. In this context it is also natural 
to conjecture that 

x 
q;(x,y;a,q)"" -p(u) 

q 
(1.13) 

holds uniformly as x, y -+ 00 in the range (1.11) and q = o(y). Fouvryand 
Tenenbaum have shown in [4] that (1.13) actually holds when 

where Co, Cl are absolute constants. 
The bounds (1.2) and (1.3) summarize our knowledge on the maxi­

mal order of H(n). The average behaviour of this function is given by the 
formula 

(1.15) 

proved in [3], sharpening an estimate of Ivic and De Koninck [12]. As for 
the normal behaviour, it is established in [3] that H(n) has a distribution 
function. We are now able to provide some extra information. 

Theorem 4. The arithmetic function H(n) has a distribution function 
which is everywhere continuous on the real line. 

We derive this result in SectA from a theorem of Behrend concerning 
primitive sequences and an inequality proved in [3] which is essentially 
equivalent to (1.15). 

§ 2. Proof of Theorem 1. 

Let WI (n) denote the number of prime factors p of n such that p2] n. 
From [3] (Th. 9) we have 

(n ~ 3) (2.1) 

with Bl = 3.2-t = 0.94494. 

L 2 1 S t \. log3 TXT. h emma .. e 1\.= log 4 . He ave 

(n -+ (0). (2.2) 
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Proof. Consider the canonical decomposition n = ab where a = TIplln p. 
We have 

r(n) = r(a)r(b) = 2w1 (n)r(b). (2.3) 

Let t be a parameter chosen freely in the range 2 ~ t ~ b. Then 

where we have used the fact that pVllb implies /I ~ 2, whence 1 + /I ~ 2),v. 
If b > 1, it follows that 

r(b) ~ (1 + :::~r(t)2),~ ~ D(b)'+o(l) 

for the choice t = log b/(log2 b)2, where the quantity 0(1) above is defined 
for all b > 1 and is bounded for bounded b. Taking into account the easy 
estimate 

D(a)D(b) ~ D(ab)1+o(l) (ab --+ 00) 

we infer that 

Inserting this in (2.3), we get (2.2). 
Theorem 1 is an immediate consequence of (2.2) and (2.1), in view of 

the estimate wl(n) ~ w(n) ~ (1 + o(I))I~g~:' 

§ 3. Proof of Theorem 3. 

We use two auxiliary results. We say that an ordered set of integers 
S = {ml < m2 < ... < mR} is special if we have 

mj - mi = (mi' mj) (1 ~ i < j ~ R). (3.1) 

Lemma 3.1 (Heath-Brown, [6]). There exists an absolute constant a 
such that, for every integer R ~ 1, there is a special set of R elements such 
that 

(3.2) 

Lemma 3.2. Let 0 < [ < 1. With the notation (1.12) the estimate 

.y,( . ) x -2u 
'J' x,Y,a,q ~£ -u 

q 
(3.3) 
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is uniformly valid under the conditions 

z ~ 2, (Iogz)3 $ y $ z, 1 $ q $ y1-C,(a,q) = 1. (3.4) 

Proof. Put ao := 1 if q = 1, ao := a-q[a/q] otherwise. Then ao is counted 
by \)"(z, y; a, q), and this is always ~ 1. We may therefore suppose without 
loss of generality that z ~ ZO(f), whence y ~ yo(t-). 

Put k := [u] - 1, .,., := !g(1 - ~g). We obtain a lower bound for 
\)"(z, y; a, q) by counting all the integers n not exceeding z which have a 
representation in the form n = mhl. with the following conditions 

(a) p! m :::} p E Iq := {p: pI q, y1-1/u < p $ y}, O(m) = k; 

(b) p!h:::}pEJq:={p:pIq, yll<p$ytf:}; 

(c) zy-1 $ mh $ zy£-1; 

(d) I. == amh (mod q). 

Here and in the sequel, the letter p denotes exclusively a prime number. 
The symbols m, h refer to the respective inverses of m, h modulo q. 

When 1 $ u $ 2, we have m = 1. Otherwise, Iq and Jq are disjoint. 
Thus, in any case (m, h) = 1. Furthermore, condition (c) implies 

(3.5) 

Since 1 $ z/mh, it follows that the number of prime factors, counted with 
multiplicity, of (I., mh) is at most 1/.,.,. But they must be chosen among the 
prime factors of n which belong to ]yll, z] - and these are not more than 
1 + [u/.,.,] in number. Hence the total number of representations of a given 
n in the form mhl. is < (1+[u /ll1) < u1/11 • - [1/111 C 

Now, inequality (3.5) shows that for fixed m, h there are at least 

[m:q] ~ 2~hq 
values of I. satisfying (d). Hence we can write 

(3.6) 

where, by convention, the letters m, h denote integers subjected to con­
straints (a), (b), (c). 

For each m put T:= 2Iog(x/myL then , clogy , 

2{ I} 4 T<- u-l-k(I--) <-
- g u - g' 
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and the length of the interval [T/(1 - ~€), T + 2] is at least 

2 - T€/(6 - €) ~ 2 - 4/(6 - €) ~ 6/5 > 1. 

It therefore contains an integer, say s. We restrict h to run through the 
products of s (not necessarily distinct) primes from Jq • We have in this 
circumstance 

This shows that condition (c) is always fulfilled. 
As y --+ 00, we have 

"'"' 1 "'"' 1 w(q) (1) L.J - ~ L.J - - - ~ log --1 + o( 1). 
p P yIJ 1--€ 

pEJq y~<pSyt. 6 

This sum is hence ~E 1 for y ~ Yo(€). Since s ~E 1, it follows that 

1 1 ( 1)3 Lh" ~ I L - ~E 1. 
s. J P pE q 

(3.7) 

It remains to estimate L ~. We may plainly suppose that u ~ 2. We 
then have 

say. From the prime number theorem 

This implies 
1 1 L->-

I P - 2u 
pE q 

provided Yo(€) is sufficiently large and log y ~ (log2 x)3. Moreover,for 

we have 
(x--+oo) 

(3.8) 
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and Huxley's theorem [11] on the distribution of primes in short intervals 
gives the estimate L ~ (1 + o(I))~. Thus (3.8) is again valid. For suitable 
yo(c) we may therefore write 

,,1 1("I)k (e)U 2u L.J - ~ I" L.J - ~ - u- . 
m k. I P 2 

pE 9 

Taking (3.6) and (3.7) into account, we readily obtain the required 
estimate. 

Completion of proof of Theorem 3. 
We may suppose x and u sufficiently large. Indeed the left hand side 

of (1.8) always counts n = 1, hence is ~ 1, and is for fixed x a decreasing 
function of u. 

Put R := [(2u)2u], M := R20lR3. From Lemma 3.1, we can find R 
integers 

satisfying (3.1). Let us now consider the sets of integers 

We have 1111 = 'l!«xm;fM) + 1, y; 1, mi) and can appeal to Lemma 3.2 to 
obtain a lower bound for this quantity. Indeed, by (1.9) we have for x ~ xo 

M~y, (3.9) 

whence 

mi ~..;y, (log m r ~ y ~ ~. 

In order to check (3.9), it is sufficient to observe that u ~ k:~~!:, hence 

log M ~ 20'(2u )6U+l log(2u) ~ 20' log3 x exp {(7 /8) log2 x} 

~ (logx)* ~ logy. 

With a suitable absolute constant Co, we therefore have 

(1 ~ i ~ R). 

Furthermore, if t E 11 n 1j with 1 ~ i < j ~ R, then 

(3.10) 
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whence 

From (3.1), this last condition may be rewritten as P+(n(n + 1)) ::; y for 

Let N denote the left hand side of (1.8). We deduce from the above 
reasoning that 

IT. n T .. I < N , }- (1 ::; i < j ::; R). 

The inclusion-exclusion principle then implies 

R 

~~IUTil~ L 1i- L I1in1j1 
i=l 19~R 19<j~R 

> Co~Ru-2U - R2N - M . 

where we have taken (3.10) into account. It follows that 

since Ru- 2u ~ 22u and, for u ~ Uo, 

This completes the proof of Theorem 3. 

§ 4. Proof of Theorem 2. 

Let Yo be a sufficiently large constant, and suppose y ~ Yo. We put 

so that (1.9) is satisfied. We also have 

log2 Y = 8u log3 Y > 8u log u 

whence 
(4.1 ) 
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We define, for each prime p::; y, the integer ap by 

y2 < pOL p ::; py2 

and we put 

Plainly 
logn x y. 

Now, we have on the one hand, from Theorem 3, 

and on the other hand 

d<z: 
p+(d(i+l»~!1 

d(d+1)1 n 

P+(d(d+1»~!1 

d~z: P~!I 

p"'p+lld(d+l) 

Taking (4.1) into account, we get 

7. 9 ~ lI:(n) ~ xu-U ~ x IO ~ (log n) 9., .... 
This completes the proof. 

§ 5. Proof of Theorem 4. 

(4.2) 

We use three lemmas. The first enunciates a property of primitive 
sequences - that is sequences no element of which divides any other -
due to Behrend [1]. Another proof may be found in [5], Chap. V, Th. 6. 

Lemma 5.1. There exists an absolute constant /{ such that for every 
primitive sequence A ~ Z+ and every x ~ 3 we have 

L ! < /{ logx . 
a~z: a - y'iog2 X 

aEA 

Lemma 5.2. Let m, n be positive integers such that min. Then 

H{m)::; H(n). (5.1 ) 

Proof. The sequence of divisors of m is a subsequence of that of divisors 
of n. Consider two consecutive divisors of m, say dj, dj+1' The divisors of 
n in [dj , dj +1] are dj = dj1 < dj2 < .. . djr = dH1 and we obviously have 

(dH1-dj)-1$ L (dji+l-dji)-l. 
l~i<r 

Summing over j, 1 $ j < T(m), we obtain (5.1). 
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Lemma 5.3. Let y ~ 2 and define, for every integer n, 

an := II pV. 

P~!I 

p"lIn 

There exists an absolute constant C such that the inequalities 

hold for all but at most Cx(logy)-1 integers n :$ x. 

87 

(5.2) 

Proof. The left hand inequality follows from (5.1). The right hand in­
equality is implied by the estimate 

L: {H(n) - H(an )} :$ Cxy-l(logy)3 
n~x 

established in [3], eq. (7.1). 
We are now in a position to embark on the proof of Theorem 4. 
We proceed by contradiction. If the required conclusion fails to hold, 

there is an a ~ 0 and a 6 > 0 such that for every positive c 

(x> xo(c)). (5.4) 

IH(n )-al~ ~e 

From now on, we suppose that a and {j are given and agree that all the 
constants, implicit or explicit, may depend on these two quantities. 

Put y = c- 2 and define an by (5.2). From Lemma 5.3 and (5.4) it 
follows that, if c is sufficiently small and xo(c) is suitably chosen, then the 
inequality IH{an ) - 0'1 :$ c holds, provided x > xo(c), for at least ~{jx 
integers n :$ x. Denote by A = A( c) the sequence of all integers a such 
that IH(a) - 0'1 :$ c. By partial summation, the above property implies 
that 

a"EA aEA a,,=a 

The inner sum is equal to 

'"' 1 1 II (1 1 ) -1 log x 
L.J ab:$;; - p- ~ a log y . 
b~x/a !I<P~X 

P-(b»!1 
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Hence 
1 L -~ logy. 
a 

P+(a)!:y 

aEA 

Set () := IO~Y' For t > 1, we have 

1 
-< 
a 

L a8- 1y-8t = e- t II (1 _ p8-1 )-1 

P+(a)!:y p!:y 

~ e- t logy. 

Thus it follows from (5.5) that there exists a constant t such that 

1 
- ~ logy. 
a 

(5.5) 

(5.6) 

Lemma 5.1 enables us to deduce from (5.6) that A is not primitive for 
small c. In this case there is at least one pair a, a' of elements of A such 
that 

(i) a I a', a' ~ yt 

(ii) a - c ~ H(a) ~ H(a') ~ a + c. 

We are going to show that the extra condition 

(iii) 3p I !f: pI a, p ~ z := yi. 
can also be imposed. 

Indeed, suppose that (iii) fails to hold for all pairs a, a' satisfying (i) 
and (ii). Let Ao be the sequence of those elements of A which are divisible 
by no other element of A. Then Ao is primitive - see e.g. [5], Chap. V, 
§ 1. The hypothesis that (iii) never holds when (i) and (ii) are fulfilled 
implies that An [1, yt] is contained in the set 

{aom : ao E Ao, p 1m=> p I ao or p > z}. 

Hence 

L ! ~ L ~ II (1- !r1 II (1- !r1 
a ao p ,p 

a!:y' ao!:y' plao z<p!:y 

aEA aoEAo p!:z 

~{ L ~. L _n_}t ~ logy 
ao!:y' ao n!:y' l;?(n)2 (log2 y)t 
aoEAo 
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by Lemma 5.1, since the second p-product is clearly bounded. This contra­
dicts (5.6) for sufficiently small € and in turn implies the existence of a, a' 
in A satisfying (i), (ii) and (iii). 

For these a, a', denote by dj, dj+l the divisors of a such that dj < p < 
dj+l, with the convention that dj+l = dT (a)+l = +00 if p > a. We have 

1 1 
H(pa) - H(a) ~ -d- + -d--

p- j j+l-P 

1 1 --->-
dj+l - dj - P 

whence 
1 

H(a') - H(a) ~ H(pa) - H(a) ~ - ~ ..j€. 
P 

This is in contradiction to the definition of A when € is small enough. The 
proof of Theorem 4 is thereby completed. 
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Small Zeros of Quadratic Forms Modulo p, II 

TODD COCHRANE 

Dedicated to Paul Bateman on his 70th birthday 

Let Q(x) = Q(X1, X2, ... ,xn ) be a quadratic form with integer coeffi­
cients and p be an odd prime. Let J.I. = J.I.(Q,p) be minimal such that there 
is a nonzero x E zn with max Ix;I ~ J.I. and 

Q(x) == 0 (mod p). (1) 

Heath-Brown [4] has shown that for n ~ 4, J.I. < p1/2Iogp. Observing that 
any nonzero solution x of xi + x~ + ... + x~ == 0 (mod p) must satisfy 
max IXi I ~ ,*p1/2, the best result one can hope for is that J.I. < p1/2. This 
still has not been proven for a general Q. 

When n is even one can use Minkowski's Theorem from the geometry of 
numbers to show I' < p1/2 for certain quadratic forms Q. Set 

A __ An __ (( _1)n/p2 det Q) , 
u. u..... (Legendre symbol), 

ifp ( detQ and ~ = 0 ifpldetQ. If ~ = 0 or 1 then I' < p1/2; see [4, 
Theorem 2] for the case n = 4, and [2, Lemma 3, Theorem 2] for the general 
case. When ~ = -1 the geometric method yields a weaker result than that 
of Heath-Brown mentioned above. This method was first used by Schinzel, 
Schlickewei and Schmidt [5] to obtain a small nonzero solution of (1) with 
a composite modulus. Geometric methods were also used in [3, Theorem 
3] to show that if the number of variables is sufficiently large relative to p, 
specifically n > 4log2 p + 3, then I' < p1/2. 

If Q is nonsingular (mod p) we define Q* to be the quadratic form as­
sociated with the inverse (mod p) of the matrix representing Q, and set 
1'* = J.t(Q* ,p). In Theorem 1 of [3] it was shown that for any quadratic 
form Q in an even number of variables n ~ 4 either I' < p1/2 or 1'* < p1/2. 
Here we obtain the stronger result 
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Theorem. lfn ~ 4 is even, then for any nonsingular quadratic form Q(x) 
in n variables, JlJl* ~ p. (The constant in the ~ symbol can be taken as 
~ 3 1 .D. l. 2 4 + n+ n 4 + l). I 

This theorem is best possible in the sense that for a quadratic form such 
as X~ + x~ + ... + x~, JlJl* ~ ~p. We wish to thank the referee of our paper 
[3] for suggesting the improvement in this theorem. The idea for the proof 
of the theorem, comes from Heath-Brown's paper [4]. 

Henceforth we shall assume that Q(x) is a nonsingular quadratic form 
over Fp, the finite field in p elements, where p is an odd prime. Let ep(a) = 
e21ria/p, x . y = L?-l XiYi and Lx = LXEFn. Let V = VQ denote the set 

- p 

of zeros of Q(x) in F;. For y E F;, set 

¢(V ) = { LXEV ep(x· y), for y 1= 0 
,y IVI- pn-l, for y = O. 

In Carlitz [1], it is shown that for even n, 

_ { pn/2-1(p _ I)Ll if Q*(y) = 0 
¢(V,y)- _pn/2-1Ll ifQ*(y) 1=0. (2) 

Let B(M) denote the box of points x in F; with max IXil ::; M, where M 
is a'positive integer less than p/2. (Here we have identified Fp with the set 
ofrepresentatives x in Z with Ixi < p/2.) Let XB denote the characteristic 
function of B with Fourier expansion XB(X) = Ly aB(y)ep(x . y). Then 
for y E F;, 

( ) _ -nrrn sin 7rmy;/p 
aB Y - P i=l. /' sm 7rYi p 

(3) 

where m = 2M + 1, and a term in the product is defined to be m if Yi = O. 
Set XB * XB(X) == Lu XB(U)xB(X - u). 
Proof of Theorem: If !l.Q = 1, then as we observed earlier, Jl < pl/2 
and Jl* < pl/2, and so the result is immediate. Thus we may suppose that 
LlQ = -1. By Theorem 1 of [3] we have that either Jl* ~ pl/2 or Jl ~ pl/2. 
Without loss of generality we suppose that the former holds; if the latter 
holds we simply interchange the roles of Q and Q* in our proof. As shown 
in [3] we may assume that 

To show that Jl ::; m it suffices to show that 

L XB * XB(X) > O. 
xEV 
xtO 

(4) 

(5) 
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Under the assumption that ~ = -1, one deduces from (2) that 

m2n" 3" L XB * XB(X) = - + pl-1 mn - pT L a~(y). (6) 
xEV p Q·(y)=o 

Let A = p/mp: and assume that .x2 < 1/2n. Then, using the fact that 
Q*(y) f. 0 for any y with 0 < max Iyd < JI.* one deduces from (3) that 

L a~(y) ~ 22n+1n.x2m2n(JI.* + Itp-(2n+1) 

Q·(y)=o 
y;to 

+ 2n+1n.x2m2np-( tn+1) /3 
= A + B,say. (7) 

See [3] for the details of (6) and (7). It follows from (6) and (7) that 
2n l: XB * XB(X) ~ ~ + mn (pi'-l - 1- mnp-n/2) - p~(A + B), 

xEV P 
x;to 

and so (5) holds provided that mn < pn-1 _ pn/2, m2n /p ~ 2p 3; A and 

m2n /p ~ 2p 32" B. The latter two conditions are equivalent to 

.x2 ~ pn/2/4n22n(JI.* + It and .x2 ~ 3/4n2n 

respectively, and by (4) these two conditions hold if 

( 
2 )-1 .x2 ~ 2T+5n+2n~+1 

Hence (5) holds if we take 

. { ,,2+5 +1 "+1 m=mm 2"42"n n T 2"p/JI.*, 

,,2+5 +1 "+1 Thus Jl.JI.* ~ mJl.* ~ 2"4 2"n nT 2"p. 
Remarks: 

1. If we write Q(x) = xAxT, where A is a nonsingular symmetric matrix 
over Fp, then Q(x) = 0, for x E F;, if and only if Q*(xA) = O. Thus, it 
follows from the Theorem that there exists a nonzero x with max IXil ~ 
p1/2 such that Q( x) = 0 or Q( xA -1) = O. In particular if the entries of 
A-I are bounded by the positive constant a, then JI.(Q,p) ~ ac(n)pl/2, 
where c( n) is a constant depending only on n. 

2. Although the method discussed here yields no information on simultane­
ous small solutions of Q and Q*, it follows from the geometric methods 
of [2, Remark after Theorem 2] that for any nonsingular form Q(x) over 
F p there exists a nonzero x with 

Q(x) = Q*(x) = 0 and 
.l+ 3 max Ixil < p2 2(,,-1). 
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Zeros of Derivatives 

Of the Riemann Zeta-Function 

Near the Critical Line 

J. B. CONREY AND A. GHOSH 

To Paul Bateman on the occasion of his seventieth birthday 

1. Introduction 

The question of the horizontal distribution of the zeros of derivatives of 
Riemann's zeta-function is an interesting one in view of its connection with 
the Riemann Hypothesis. Indeed, Speiser [9] showed that the Riemann 
Hypothesis is equivalent to the assertion that no non-real zero of (' (8) is 
to the left of the critical line 0" = ~8 = 1/2. Levinson and Montgomery 
[7] proved a quantitative version of this, namely that ((8) and ('(8) have 
essentially the same number of zeros to the left of 0" = 1/2. More precisely, 
if Nk(T) denotes the number of zeros of (Ck)(8) in the region 0 < t ~ T, 
then 

(1) 

Montgomery and Levinson proved that up to a height T the difference 
between the number of zeros of ( in (1 < 1/2 and the number of zeros of 
(' there is ~ log T. Moreover, they showed that (' (8) vanishes on (1 = 1/2 
only at a multiple zero of (( 8) (hence probably never) and that 

T T L (f31 - 1/2) = 211" log log 211" + O(T) 
O<'"Yl<T 
/3t > 1/2 

Research supported in part by a grant from the NSF. 
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where Pk = i3k+i-yk denotes a zero of «k)(8) so that, on average at least, the 
zeros of ('(8) in 0 < t < T are a distance (log log T)/(log T) from the critical 
line. By contrast the consecutive ordinates of zeros of «8) in It I < T differ 
by <t:: 1/(log T) on average. Thus, zeros of (' are rather far from the critical 
line on average. These observations probably led Levinson to believe that 
(' (8) does not behave as "erratically" as «8) in the immediate vicinity of 
the critical line (i.e. at a distance <t:: 1/(logt) from the critical line) and 
('(8) can be "mollified" or smoothed more efficiently near the critical line. 
Thus, he used Littlewood's lemma and an efficient mollifer to show that 
('(8) does not have too many zeros to the left of (J' = 1/2, whence the 
same is true of «8). Of course, since the zeros of «8) are symmetric about 
(J' = 1/2, this implied that «8) had zeros on the line (J' = 1/2, specifically, 
at least 1/3 of the zeros of «8) must be on (J' = 1/2. This result was a 
quantitative improvement over Selberg's result that a positive proportion 
of zeros of «8) are on the critical line. Of course the methods of Selberg 
and Levinson are different, but much of the success of Levinson's method 
should be attributed to the fact that a smoothing of «8) on the critical 
line was replaced by a smoothing of ('(8) (near the critical line). Indeed, 
when smoothing (on (J' = 1/2) with a Dirichlet polynomial 

B(8) = L b(n)n-$ (2) 
n~T8 

with b(1) = 1, () < 1/2, the best known result for (8) is with 

b(n) = Jl(n)(1- (log n)/(B 10gT» 

which leads to (as () -+ 1/2) 

iT 1«(1/2 + it)B(1/2 + it)12 dt", 3T, (3) 

while with ('(8) the same choice of B leads to 

fT 1('(1/2 + it) B{1/2 + it)1 2 dt '" 4T/3. 
12 logt 

(4) 

In fact, a more elaborate choice of B allows the "4/3" in (4) to be replaced 
by 

y'3 y'3 
1/2 + "3 coth 2' = 1.3255 .... (5) 

It seems that ('(8) can be smoothed better than «8) because the presence 
of zeros of «8) on the critical line makes the smoothing more difficult. 
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We see more evidence for this relationship between good "smoothing" and 
absence of zeros when we consider zeros of higher derivatives of ( s). Thus, 
Levinson and Montgomery have shown that 

1 
211' I: (13k - 1/2) = kT log log T + T( '2 log 2 - k log log 2) 

O<1'k<T 

- 21rkli (~ ) + O(log T) (6) 

and that if the Riemann Hypothesis is true, then only finitely many of 
the Pk satisfy 13k < 1/2. Thus, on average in 0 < t < T the 13k are 
1/2 + k(log log T)/(log T). Of course the "average" situation may never 
take place. Nevertheless, there seems to be a definite migration of zeros of 
higher derivatives of ( away from the critical line. (For an interesting chart 
on the location of zeros of ("(s) compared to zeros of ('(s), see Spira [10] 
where, for small ordinates, the ordinates of zeros of (' and (" agree to a 
surprising degree, while the abscissa of a zero of (" is larger than that of 
the "corresponding" zero of ('.) Thus, as k increases, the zeros of (k)(s) 
seem to move farther to the right of the critical line. As far as smoothing 
goes, we can show that with B as in (2) there is a choice of () and b(n) 
which leads to 

{ ( 1 2 + zt B(1/2 + it) dt '" CkT T 1 (k)( / . ) 12 

i2 logk t 
(7) 

where 

Thus, as k increases, (k)(s) can be smoothed more efficiently as well. (The 
presence of the log-Ie t factor in this formula is inevitable because near the 
1/2 -line (k)(s) on average has an order of magnitude which is greater 
than that of (s) by a factor of logk t.) We would like to know the precise 
horizontal distribution of zeros of (k). In particular, we would like to 
know whether in Levinson's method there is a loss due to the presence of 
zeros of (' in the region (1 < 1/2 + c/logt for all c > O. Unfortunately, 
we cannot answer this question. However, Theorem 2 below indicates that 
there probably is some loss. We would conclude that while Selberg's method 
cannot detect zeros on the critical line which have small gaps between them, 
Levinson's method cannot detect the zeros of (' too near the critical line 
(and we believe that such zeros exist). 
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In our statements k is fixed and T -+ 00. From Levinson and Montgomery 
[7] we can say that 

(i) Almost all zeros of (k)(s) are in 

1/2- 4>(t)loglogt <u< 1/2+ 4>(t) log log t 
logt - logt 

where 4> is any function which goes to infinity with t; on RH the 
lower bound 1/2 holds for t > to; 

(ii) a positive proportion of the zeros of (k)(s) are in the region 

1/2 (k ) log log T 
u < +. + f. log T ' 0< t < T 

for any f. > 0; (this follows from (6) and (12)) 
(iii) there are ~f T log log T zeros in the region 

1/2 (k _ )log log T 
u> + f. 10gT ' 

for any f. > 0; (this also follows from (6) and (12)). 

We add to these by proving 

Theorem 1. With the above notation: 

(a) Almost all the zeros of(k)(s) are in the region 

u > 1/2 _ 4>(t) 
logt 

for any 4>(t) which goes to infinity with t; 
(b) for any c > 0, a positive proportion of zeros of ( k) (s) are in the 

region 
u? 1/2 + c/logt; 

(c) assuming the Riemann Hypothesis, there are ~f T zeros of 

in the region 

1/2 1/2 (1+f.)loglogT 
<U< + IT' - og 

0< t < T 

for any f. > O. 

We remark that (a) and (c) give new information only when k > 1 while 
(b) is new for all k ? 1. The first two results are a consequence of 
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Lemma 1. Let T be large and L = logT. Let 

1 d 
G(s) = Q( L ds)«(s) 

for some polynomial Q. Let B be as in (2) with 

logn 
b(n) = Jl(n)P(1- -I -) 

ogy 

where P is real analytic with P(O) = 0 and P(l) = 1. Define 

1= I(a, P, Q) := ~ jT IGB(a + it)12 dt. 

Then for 0 < () < 1/2 and a = a(T) satisfying la - 1/21 = 0(1) as T -+ 00 

we have 

I", T l - 2aQ(1)2 + Q(0)2 + () {l {l (~(T(1/2-a)xQ(x)))2 p(y)2 dxdy 
2 Jo Jo dx 

+ ~ (lil T(1-2a)xQ(x)2p'(y)2 dxdy. 
() Jo 0 

This result is essentially contained in Conrey [1]. 
The result (c) follows from 

Theorem 2. Assuming the Riemann Hypothesis, 

T L X(Pk) '" C¥k 271' 
O<"Yk<T 

where X(s) = 2(271'y-lr(1- s)sin(7I's/2) is the usual factor from the func­
tional equation for ((s) and 

v=l 

where the Zv are roots of fk(Z) = L;=o j~. 
Remark. As a function of k we can show that 0 < C¥k <f e-(b-f)k for 

any ( > 0 where b = 1 - log 2 (see Conrey - Ghosh [4].) While (c) of 
Theorem 1 is all that we can conclude from Theorem 2, it seems that we 
can speculate more. The x-function oscillates a lot - its argument at height 
t is essentially t log(t/271'e). However, the deduction of (c) ignores this fact 
altogether. Thus, it seems that the proper interpretation of Theorem 2 
might be that a positive proportion of zeros of (k) are within c/ log t of the 
critical line for any c > O. 

We will first show how to deduce the results (a) - (c) from Lemma 1 and 
Theorem 2 and then we will prove Theorem 2. 
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2. Deduction of results 

As mentioned earlier, k is thought of as fixed. It is well known that 

( It I ) 1/2-u t 
X(s)= 211" exp(-itlog 211"e +11"/4)(1 + O(l/ltD). 

for s = u + it. Then, 

( II) 1/2-u 
Ix(s)1 = 2t1l" (1 + O(l/ltl)). (8) 

Thus, (c) follows directly from Theorem 2 and the theorem of Conrey 
- Ghosh [4] which gives the bound for (tk: for if u > 1/2 + «1 + 
f) log logt)/(log t), then Ix(s)1 ~ (log ltD-I-f. 

To prove (a) and (b) we take 

in Lemma 1 where if we let 

P(x) = sinhOAx 
sinhOA 

v(x) = T(1/2-a)xQ(x), 

then A is defined by 
2 _ J; v'(x)2 dx 

A - 1 . 
Jo v(x)2 dx 

Then it is not hard to verify that 

(0)2 (1)2 (fl fl ) 1/2 
1= v ; v + Jo v(X)2 dx Jo v'(x)2 dx coth OA. (9) 

We remark that (9) can be used to verify (3)-(5) and (7). Now take Q(x) = 
xk, k ~ 1; then v(0)2 = 0, v(1)2 = T I - 2a , and if a f. 1/2, then J; v(x)2 dx 

= 10 1 T(1-2a)x x2k dx 

T(1-2a) ( 2k 2k(2k - 1) (2k)!) 
= (1- 2a)L 1- (1- 2a)L + «1 - 2a)L)2 - + ... + «1- 2a)L)2k 

(2k)! 
«1 - 2a)L)2k+1 
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where L = log T. Thus 

if (1 - 2a)L -+ 00 

if (1 - 2a)L -+ -00 

ifI1-2aIL~1; 

the last formula follows from an integration by parts. Similarly, 

11 v'(x)2 dx = 11 T(1-2a)xx 2k - 2((1/2 - a)Lx + k)2 dx 

so that fo1 v' (x)2 dx 

Thus, 

if (1 - 2a)L -+ 00 

if (1 - 2a)L -+ -00 

ifI1-2aIL~1 

{ 
Tl-2a(1 + 0(1)) if (1- 2a)L -+ 00 

J(a,xk)= 2«1~(;~;£2k(1+0(1)) if(1-2a)L-+-00 

~1 ifI1-2aIL~1. 

(10) 

Now let a be such that 11/2 - al = 0(1) as T -+ 00. We apply Littlewood's 
lemma to (k)(s)B(s) on the rectangle with vertices a + i, Uk + i, Uk + iT, 
a + iT where O'le ~Ie 1 is a number for which (Ie) (s) has no zeros in 0' > Uk. 
Now B( s) is a Dirichlet polynomial with leading coefficient 1, bounded 
coefficients and length ~ T1/2. Thus, in a completely standard way (see 
Levinson and Montgomery [7] Section 3 and Levinson [6] Section 1 for exact 
details) we obtain 

271' L (f31e - a) ::; iT log I(k) B(a + it)1 dt + T(a log 2 - k log log 2) 
/3k>a 2 

O<l'k<T 

+ O(logT). (11) 

Now with Q(x) = xle we have (k)(s) = LkG(s) with G as in Theorem 
1. Then by the arithmetic mean-geometric mean inequality, the integral in 
(11) is 

<; ~ log (f t IGB(a + iT)I' cit) 
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2'1r L (13k - a) ~ kTlog log T + ~logI(a,zk) 
/3k>4 

O<'h<T 

+ T(a log 2 - k log log 2) + O(IogT). 

Then by (10), for la - 1/21 = 0(1), we have that 

IS 

< 

2'1r L (13k - a) 
/3k>4 

O<rk<T 

kTloglogT + T(I/2 - a) 10gT 

+ T(a log 2 - k log log 2 + O(T)) 

kTlog (24:'1) + O(T) 

kT log log T + O(T) 

if(I-2a)L~00 

if (1 - 2a)L ~ -00 

if 11 - 2alL ~ 1 

Next we note that using (1) and (6) we obtain 

/3k>4 
O<rk<T 

T + (a -1/2)Tlog -2 - T(alog2 - k log log 2) 
'Ire 

+ 21rk li( ~) + o (log T). 

Combining this with (12) we get that 

IS 

2'1r L (a - 13k) 
/3k<4 

O<rk<T 

(12) 

< { kTlog (24~1)L + (a -1/2)TL + O(T) if (2a - I)L ~ 00 (13) 
- O(T) if (1 - 2a)L ~ C 

for any fixed C > O. Then, (a) follows in a straightforward way. Next we 
prove (b). Let c > 0 and suppose that almost all of the zeros of (k)(s) are 
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in the region U < 1/2 + c/ log It\,ltl ~ 2. Then for c' > c we have 

L 
'Yk~T 

f3k<1/2+f: 

c' 
(1/2 + L - f3k) 

+0(L-1 L 1) 

13k < 1/2+ f: 
'Yk~T 

L 
c' 

(1/2 + L - f3k) + O(T) 
"Ik<T 

f3k<1/2+c/L 

c' - c 
>-­

L 
'Yk<T 

13k <l/'2+c/L 

> (c' - c)~ - AT 
- 211' 

1 + O(T) 

(14) 

for some fixed A ~ O. On the other hand, using (13) we see that the left 
hand side of (14) is 

kT 1 c'T 
< -log - + - + BT. 
- 211' C' 211' 

for some number B which is independent of T. This is a contradiction if c' 
is sufficiently large (c' > eCc+A+B)/k); thus, (b) follows. 

3. Proof of Theorem 2 

In this section we assume the Riemann Hypothesis. The proof of Theorem 
2 follows the lines of the proof in Conrey-Ghosh [3], so in some places we 
refer to that paper rather than give all the details. To begin with, we note 
that the complex poles of (C1c+ 1)(s)f(Ck)(s) are in U ~ 1/2, by Speiser's 
theorem if k = 1 and by (i) if k > 1. Thus, with T large and U = T L -10, 

where C is the positively oriented rectangle with vertices Uk + iT, Uk + i(T + 
U), 1/2 - 8 + iT, 1/2 - 8 + i(T + U) where Uk ~ min{3, 1 + SUPPk f3d, 8 
is fixed with 0 < 8 < 1/8 and where we assume that the horizontal sides 
of this rectangle are a distance ~ L-1 from any zero of (Ck)(s). This last 
assumption entails no loss of generality since by (1) there are <t::: log T zeros 
of (Ck)(1/2 + it) in an interval (T, T + 1) so we only have to adjust T and 
U by an amount <t::: 1 to justify the assumption and by (8) this involves an 
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addition or deletion of ~ log T terms of size ~ 1. By (8) and the definition 
of (Tk the integrand is 

~ T- 5/ 2 

for s = (Tk + it, T ~ t ~ T + U, while on the horizontal parts of the segment 
the integrand is 

~L2T6 

by (8) and since (k+1)/(k)(s) ~ L2 on the horizontal sides. (This can be 
proved in the case k ~ 1 exactly as for the case k = 0; see also equation 
(6.1) of Levinson and Montgomery [7].) Thus, 

We make a change of variable s --+ 1 - s here and have 

1 jl/2+6+i(T+U) (1.:+1)(1 s) 
S = -2 . X(I- s) (k)(1 -) ds + O(TI/2 L2). 

7I'Z 1/2+6+iT - s 
(15) 

Now we derive another expression for (1.:+1) /(k). First of all, 

x' It I ( 1 ) - (s) = -log - + 0 - , 
X 271' It I 

and 

From these and the functional equation 

((s) = X(s)((I- s) 

it easily follows that for (T ~ 1/2 

(_I)m(m)(s) = X(s)(1 + O(I/ltl)) (f _ (~) ) m ((1- s) (16) 

where f = log W. (see Conrey [2], Lemma 2). Now let 



DERIVATIVES OF THE RIEMANN ZETA-FUNCTION 105 

Then using (16) in the numerator and denominator it is not hard to see 
that 

((H1) G' 1 
«kf"(l-s)=-(£+ G:(s,£))(1+0(jtj)) (17) 

where differentiation is with respect to s. (Use the relation e=f) = (~) + 
(j ~ J) Next we observe that 

I' kI" 1 ,(k+l) 
G' =---(s) + zi-(s) + ... + ZT (s) 
2(s z) = (' , 
G ' k I' 1 I(k) 

k 1 + zt(s) + ... + ZTY(s) 

Now assuming the Riemann Hypothesis it is not hard to show that 

(U) . 
-(s) ~ (logt)1+1-20' 
( 

uniformly for 1/2 < 110 :S 11 :S 111 < 1, t ~ 2. To prove this estimate one may 
proceed by Cauchy's theorem and induction starting from the case j = 1 
which is well-known (see Titchmarsh [11], Theorem 14.55) For example, we 
see by Cauchy's theorem that 

~ (' (s) = ~ 1. (' /(w~ ds ~ £3-20' 
ds ( 21ft IW-&I=l-l (w-s) 

so that 

( " d (' (' -(s) = --(s) + (_(s))2 ~ £3-20' + t-40' ~ £3-20' 
( ds ( ( 

for 1/2 < 110 :S 11 :S 111 < 1. To establish the case j = 3 we differentiate 
(" /e, and so on. We conclude that in the region 11 ~ 1/2+f>, T :S t :S T+U, 
T :S ~z :S T + U, c;sz ~ 1, Is - 11 ~ 1 there are no poles of Gk/Gk and 
that 

Gk/Gk(s, z) = o(L) 

uniformly. Then by Cauchy's Theorem 

(18) 

(19) 

there. Now it follows from (19) and the ordinary mean-value theorem of 
differential calculus that 
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for T ~ t ~ T + U, (1 ~ 1/2 + fl. Thus, by (17) and (18) 

«HI) G' ("<k)(1 - 8) = -L - G: (8, L) + O(L-S ) 

for T ~ t ~ T + U, u ~ 1/2 + fl. We insert this in (15) and obtain 

- _ljl/2+6+i(T+U) G' 
S=-2. X(I-8)(L+ G

k(8,L))d8+0(T6L-S ). 
11"1 1/2+6+iT k 

Then by Cauchy's theorem and the estimates (8) and (18) we have 

(20) 

where fl > 0 is still fixed. Next we expand G~/Gk(8, L) into a Dirichlet 
series. Let 

1 (' k (" 1 « k) 
0:(8) = L«(8) + L2 ,(8) + ... + £k ,(8). 

Then 
10:(8)1 ~ C(fl,k)L- 1 

for u ~ 1 + 6 and a positive constant C = C(6, k). Thus, for T sufficiently 
large and u ~ 1 + fl, 

00 J 

(1 + 0:(8))-1 = 1 + ~) -1)i 0:(8)i = 1 + z) -1)i 0:(8)i + O(T- 1 ) 

i=1 i=1 

where J = [2L/logL]. Now 

0:(8) = ~ a(n, L) 
L.J n3 
n=1 

where 

for any f> 0 and some positive constant C1 = C1(f, k). Thus, 

I/Gk(8,L) = ~ b(n,L) +O(T- 1 ) 
L.J n3 
n=1 

(u ~ 1 + 6) (21) 
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where 
J Ci 

Ib(n, L)I ~ nf L J dj(n). 
j=l 

Then by (8), (20), and (21), 

1 j1+6+i(T+U) 00 a( L) 
S = -=--: X(1 - s)(L + L fJ n, ) ds + 0(T1/ 2+6 L) 

211"1 l+6+iT n=l n' 

where 

G~(s, L) ~ b(n, L) = ~ p(n, L) 
L..J n' L..J n' 
n=l n=l 

(IT ~ 1 + 6). 

Now 
~ IP(n,L)1 4;: 1 
L..J n1+6 
n=l 

and according to some work of Karl Norton (unpublished), 

dj(n) ~ n(logi!(loglogn)(1+o(l))) 

uniformly for j 4;: (logn)/(loglogn) so that for T/2 < n < 3T/2, 

J J 

(22) 

(23) 

L(CdL)jdj(n) ~ L(CdL)j(3T/2)lo~ot.;h(1+0(t)) 4;:( T( (24) 
j=l j=l 

for any t > o. Thus IP(n, L)I 4;:f nf for n ~ T. Then by (23), (24), and 
Lemmas 2 and 5 of Gonek [5], 

s = - L p(n, L) + 0(Tl/2+6 L). 
f,;-5: n 5: Tj;,U 

Then by Perron's formula, (21), and (22), 

1 jl/2+6+iT G' , L p(n, L) = -2 . Gk (s, L)~ ds + 0«1 + -Tx )T6) 
n~x 1rZ 1/2+6-iT k S 

for x 4;: T. By Cauchy's theorem and (18), 

(25) 
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where ER is the sum of the residues of the integrand at its poles in Is-II ~ 
1. We now account for the poles of G'IG. Using the definition of G below 
(16), we see that G has a pole of order k+ 1 at s = 1. Therefore, GklGk has 
a simple pole at s = 1 with residue -k - 1. Next, we apply the argument 
principle to Gk(s,z)/(zk«s)) on the circle Is -11 = 1. The estimate for 
«k) I( given earlier shows that the total change in argument is O. But 
Gk(s,z)/(zk«s)) has a pole of order k at s = 1 and no other poles whence 
Gk(S,Z) has k zeros (counting multiplicities) in Is -11 ~ 1. Thus, G~/Gk 
has a simple pole at s = 1 with residue -k - 1 and simple poles at the zeros 
of 

with residue equal to the multiplicity of the zero. In the neighborhood of 
s = 1 we have 

Thus 
k 

Gk(s, L) = 2: (~)«j)(S)Lk-i 
i=O J 

_ ~ k! (j!(-I)i ) k-i 
- ~ j!(k _ j)! (s _ l)i+1 + 0(1) L 

(-I)kk! ~. j 1 
= (s-1)k+ 1 ~(-l)J«S-l)L) +0(ls-1Ik ) 

(-I)kk! -k = (s _ 1)k+1 fk«1 - s)L) + O(ls - 11 ) 

where fk is as defined in the statement of Theorem 2. Denoting the zeros 
of fk(Z) by Z", 1 ~ /I ~ k, we see that the poles ofG~/Gk(s,L) are at 

z" ( 1 ) s" = 1 - L + Ok £2 . 

Thus by (26), 

k 

2: p(n, L) = x( -k - 1 + 2: x6,,-1) + 0(x1/2+5 L2) 
,,=1 

for x ~ T. Now it follows in a straightforward way that 

k U 
S = (k + 1- I>-Z")27r + O(UIL) 

,,=1 
which implies Theorem 2. 
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4. Conclusion 

We remark that the techniques used in the proof of Theorem 2 can also 
be used to derive asymptotic formulae (on RH) for 

L «j)(Pk) 
O<1'k<T 

for any positive integers j and k. 
In the absence of precise knowledge of the horizontal distribution of zeros 

of derivatives of ( we ask two questions which may be approachable: Let 
us use the notation 

Then 

N;(o-,T):= #{Pk : 0 < 7k :::.; T,j3k < o-}, 

N:(o-, T) := #{Pk : 0 < 7k :::.; T, j3k ~ o-}. 

(a) does there exist a c > 0 for which 

N+ (1/2 c log log T T) N (T)? 
k + log T' »k . 

(j3) is there a c > 0 for which 
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On some Exponential Sums 

H. DABOUSSI 

To Professor P. Bateman on his seventieth birthday 

Let f be a multiplicative function, and let a be an irrational number. In 
this paper we want to estimate the exponential sum Ln<x f(n)e(na). If f 
is the constant multiplicative function 1 then trivially -

L: l(n)e(na) = L: e(na) = o(x); 

in fact, the sum is bounded in this case. By a convolution argument, 
Wintner [10] proved that for any multiplicative function f satisfying 
Lp Lr~llf(pr) - f(pr-l) Ip-r < 00 (where here and in the sequel the letter 
p denotes a prime) 

L: f(n)e(na) = o(x). 
n~x 

Such a function can be written as f = h * 1, where * denotes the Dirichlet 
convolution and the function h satisfies L Ih(n)lln < 00. 

On the other hand, Davenport [4] proved that in the case of the Mobius 
function 

LJJ(n)e(na) = 0(-;-) 
n~x log x 

for any positive number h. His proof involves deep methods based on 
Vinogradov's work. 

To obtain similar results for more general functions f requires a "Siegel­
Walfisz estimate" for the sums 

L: f(n) 
n<x 

n::lmodq 

for q:S loge x and the study of the corresponding Dirichlet series LJ(s,X). 
This was accomplished by Dupain, Hall, and Tenenbaum [6] for certain 
classes of functions. They proved: 



112 H. DABOUSSI 

Theorem A. For any fixed y satisfying 0 < y < 2, 

where O( n) is the number of prime factors of n counted with multiplicity. 

In Davenport's case, the function L,(s,X) is the reciprocal of the ordi­
nary L-function L(s, X); in the Dupain-Hall-Tenenbaum case, it is essen­
tially a yth power of L(s, X). The approach of Davenport and Dupain­
Hall-Tenenbaum seems to be hopeless for general multiplicative functions. 
However, using a different method based on the Turan-Kubilius inequality, 
I proved [1]: 

Theorem B. Let f be a multiplicative function satisfying If(n)1 < 1. 
Then 

L f(n)e(no:) = o(x). 
n:5 x 

This has since been improved by many authors. The condition If(n)1 :s 1 
has been weakened by Delange [5], Indlekofer [7], Daboussi and Delange 
[3]. The best-possible error term has been obtained by Montgomery and 
Vaughan [9]. 

This result has applications to the Fourier analysis of multiplicative func­
tions (see[2]), and also to the distribution modulo one of additive functions 
(Katai [8]). 

The purpose of this paper is to prove the following theorem. 

Theorem 1. Let f be a completely multiplicative function satisfying 
If(p) I = y for all primes p and 0 < y < 2. Then 

~ I(n)'(no) = 0 (~I/(n)l) . 
This answers, in part, a question of Dupain-Hall-Tenenbaum. 

Notations: Given a finite set of primes E, we define two completely 
multiplicative functions U = UE and v = VE by 

U( r) = {I if p ¢ E 
p 0 if PEE' 

{
I if pEE 

v(pr) = 0 if p ¢ E 

for any prime power pr. For any positive integer k we let Ak be the multi­
plicative function defined by 

A r - -{
I ifr<k-l 

k(p ) - 0 if r > k - 1 
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for any prime power pr. We set 

M(x,f) = L I(n) 
n~x 

and 
M(x, I, a) = L I(n)e(na). 

n~x 

Some convolution identities. It is easy to see that for any integer n 

(u * v)(n) = 1. 

This implies, by the Mobius inversion formula, 

u(n) = (VI' * 1)(n). (1) 

One also gets 
g(n) = (gu * gv)(n) (2) 

for any multiplicative function g, and 

u(n)/(n) = (vII' * f)(n) (3) 

for any completely multiplicative function I. 
We shall prove the following 

Theorem 2. Let I be a completely multiplicative function satisfying 

0< a < I/(p)1 < b < 2 for some fixed numbers a and b, (4) 

?t.1f(n)le(na) = 0 (?t.1f(n)l) £0' any imtional a, (5) 

L I/(n)1 = (~+ 0(1)) L I/(n)1 for any fixed d, (6) 
n~x/d n5x 

and such that for any constant c > 0 there exists a constant C = C(c) with 

C L I/(n)1 < d L I/(n)1 for any d < loge x. (7) 
n5x/d n5x 

Then 

?t. f(n)e(na) = 0 (?t.1f(n)l) £0' any imtionaI o. 
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Theorem 1 is an immediate consequence of Theorem A, Theorem 2, and 
the classical estimate 

~ I/(n)1 = ~ yO(n) = (c(y) + 0(1)) x(log x)y-1, 
n~:I: n~x 

which implies (6) and (7). 
The hypothesis (4) implies that for any integer k the sum 

(8) 

is finite for some 6 depending only on b (more precisely, for any 6 such that 
b < 21- 6), and tends to zero as k tends to infinity. It also implies that 

~ 21/(p)I-I/(p)12 = 00, 

P P 

which is equivalent to 

II (1 - I/(P)I) 2 (1- I/(P)12) -1 _ 0 as T _ 00. (9) 
p<T P P 

One also has 
-1 x ~ ~ I/(n)1 ~ xlogx. 
ogx 

n~:I: 

(10) 

Our method of proof is different from that in our original paper; since the 
hypotheses of the theorem are trivially satisfied in the case when I/(n)1 = 1 
we obtain a new proof of that result. 

Lemma 1. Let I satisfy the hypotheses of Theorem 2. Then 

M(x, ul/l) = (1 + o(l))M(x, III) II (1- I/(P)I) , (11) 
pEE P 

M(x,ul/l,n) = o(M(x, III) for all irrational n. (12) 

Proof.: By (3) we have 

u(n)l/(n)1 = L v(d)Jl(d)I/(d)II/(n/d) I. 
din 
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so 

L u(n)l/(n)1 = L v(d)ll(d)l/(d)IM(x/d, lID· 

Now, v(d)ll(d) = 0 unless d is a squarefree integer all of whose prime factors 
are in the set E. Since E is finite there are only finitely many such d, and 
so we get by (6) 

L u(n)l/(n)1 = (1 + o(1))M(x, lID L v(d)Il(:)I/(d)l, 
n~x d 

which proves (11). 
We also have 

L u(n)l/(n)le(na) = L v(d)ll(d)l/(d)IM(x/d, III, ad), 

where the set of d's to be considered is again finite. Since ad is irrational 
whenever a is irrational, an application of (5) then leads to (12). 

It will be convenient to consider multiplicative functions 9 satisfying 
g(pr) = 0 for r ~ k, for some fixed k and all primes p. This ensures 
that the set of integers d for which v( d)g( d) is non-zero is finite. 

Lemma 2. Let I be completely multiplicative. Then, as k tends to infinity, 

and consequently 

Proof: Define a multiplicative function h" by 

h r _{O ifr#k 
,,(p ) - -1/(p)I" if r = k 

for every prime power pr. It is easy to see that 
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which gives 

= SI + S2, 

where in SI, 1 < n ~ 10gC x and in S2, 10gC x < n ~ x. (We will assume 
that c is a fixed number satisfying c> 2/0). By (7) we have 

ISll ~ M(x, If I) E Ihk~n)l. 
n>1 

We set 
dk = dk,Q, 

p 

and suppose that k is sufficiently large so that dk ,6 and dk are less than 
one. Now hk(n) = 0 unless n = pt .. . pt with distinct primes Pj. So the 
contribution of those n with w(n) = I to the sum En>llhk(n)l/n is equal 
to 

f(pt)k " . f(PI)k 
(PI ... PI)k 

which is less than (dk )'. Summing over I gives 

Elhk(n)1 <~ 
n 1- dk ' n>1 

and therefore 
dk 

SI ~ M(x, If I) 1 _ dk . 

Since dk tends to zero as k tends to infinity, it follows that SI 
o(M(x,lfl))· 

By (10) we have 

S2 ~ x log x E Ihk~n)l, 
n>logC x 

and using Rankin's trick we obtain 

S2 ~ x(logx)l-c6 E Ihk (n)ln l - 6 • 

n 

The sum on the right can be handled as before and is seen to be bounded by 
some absolute constant. Choosing c to be larger than 2/0 we then obtain 

S2 = 0 Co: x) = o(M(x, Ifl)· 
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Proof of Theorem 2. We first consider the function g = I Ak. Writing 
g = gu * gv, we have 

I I: g(n)e(na)1
2 

= II: g(n)u(n) I: g(d)v(d)e(nda)1
2 

n~x n~x d~xln 

::; (?r."(nllu(nll,t1. 9(dlV(d)e(ndoll) 

2 

~ (I: I/(n)lu(n)) x 
n~x 

x (I: g(s)v(s)g(t)v(t) L u(n)l/(n)le(na(t - s))) , 
3,t~x n~xl max(3,t) 

using the inequality Ig(n)1 ~ I/(n)1 and the Cauchy inequality. We divide 
both sides by M(x, 1/1)2 and let x tend to infinity. By the definition of g 
and v, g(s)v(s) = 0 for all but finitely many integers s, so we may take the 
limit inside the sum over sand t. Since by Lemma 1 

M(x, ul/l) -+ IT (1- I/(P)I) 
M(x, III) pEE p 

and for s =f. t 
M(x, ul/l, a(t - s)) 0 

M(x, III) -+, 

we see that the right hand side tends to 

IT (1- I/(p)lr I: Ig(d)~V(d), 
pEE P d~l 

which is at most 

II (1- I/(P)I)2 (1- I/(P)12)-1 
pEE P P 

We choose E = {p : p < T} and let T tend to infinity. By (9) the right 
hand side then tends to zero and we obtain M(x,fAk,a) = o(M(x, 1/1)). 
In view of (13) this implies the desired relation M (x, I, a) = o( M (x, II I)) 
on letting k tend to infinity. 
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On the Integers n for which O( n )=k 

H.DELANGE 

Dedicated to Paul Bateman for his seventieth birthday 

1. Introduction. 

We use the letter n to denote positive integers. O( n) is the number of 
prime factors in the factorization of n, counted with multiplicity. 

We denote by S(x, k) the set of n ~ x for which O(n) is equal to a given 
integer k, which may depend upon x. (This set is non-empty if and only 
if 0 ~ k ~ logx/log2.) We denote by N(x,k) the number of elements of 
S(x, k). 

Given a prime p, we denote by Vp (n) the exponent of p in the factorization 
of n (p-adic valuation of n). 

We are concerned here with the following problems. 

Problem 1. Given a prime p study the distribution of the values of Vp ( n) 
on the set S(x, k) for large x. 

Problem 2. Given q distinct primes PI, P2, ... ,Pq study the distribution 
of the q-tuples (Vpl (n), Vp2 (n), ... , Vpq(n» on the set S(x, k) for large x. 

We can rephrase these problems using probabilistic terminology. For in­
stance, given a prime p and a non-negative integer 0:, N(;,k)#{n E S(x, k) : 
Vp(n) = o:} is the probability that Vp(n) = 0: if we choose at random an 
n E S( x, k), all these n having the same probability to be chosen. We will 
denote by Prob( ... ) the probability that an n E S(x, k) satisfies the con­
dition, or the conditions, indicated inside the parentheses, i.e., l/N(x, k) 
times the number of the n's E S(x, k) which satisfy the considered condi­
tion, or conditions. 

It is known that the behavior of N(x, k) as x tends to infinity is different 
depending on whether k ~ (2 - 8) log log x or k ~ (2 + 8) log log x (8 > 0). 
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It was proved by Sathe [1] and A. Selberg [2] that we have uniformly for 
1 ~ k ~ (2- 6) log log x (with 0 < 6 < 2) 

N( k) - F ( k - 1 ) x(loglogx)k-l (1 0 ( 1 )) 
x, - log log x (k-1)!logx + log log x ' 

(1) 

where F is the meromorphic function defined by 

1 (1-;f 
F(z)=r(z+1)II 1-~ , 

p p 

whose poles are the primes. (Here and in the sequel the letter p is used to 
denote primes.) 

Selberg noticed that, if 6 > 0 and B > 2 + 6, then we have uniformly for 
(2 + 6) log log x ~ k ~ B log log x 

N( k) '" eX log x 
x, 2k ' 

where e = t I1p >2 (1 + P(P:'2») = -residue of the pole of F at 2. Nicolas 

[3] extended the latter result in 1984. 
The present author proved in 1983, but did not publish at that time, a 

result concerning the case when 

2log log X - A Vlog log x ~ k ~ 2 log log x + A Vlog log x. 

Finally, Balazard proved in 1987 in his thesis [4] a formula which is valid 
on the whole range 1 ~ k ~ IOfJ;~3) and from which the previous results 
can be derived. 

We will consider here first the case when k ~ (2 - 6) log log x and then 
the case when k ~ (2 + 6) log log x. As it is natural to expect, it turns out 
that the results are quite different. In the first case no prime plays a special 
role, while in the second case the prime 2 does playa special role. 

2. 

It will be easier to study the probability that Vp(n) ~ a than the prob­
ability that Vp(n) = a (where a is a positive integer) since the condition 
"Vp(n) ~ a" is equivalent to "pain". We will consider more generally the 
condition "din" , where d is a given positive integer. We will denote by 
Nd(X, k) the number of the elements of S{x, k) which are divisible by d. Of 
course Q{ d) has to be ~ k. 
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Since the set of conditions "n :5 x, O{n) = k, din" is equivalent to 
"n = md, m:5 xld, O{m) = k - O{d)" we have 

(2) 

To obtain results for the p-adic valuations we will use the following for­
mulas: Given a prime p and a non-negative integer a, we have 

Given distinct primes Pl,P2,'" ,Pq and non-negative integers al,'" , aq, 

we have 
Prob (v"j{n) = aj for j = 1,2··· ,q) = 

L (_I)ft+"+fqProb (pft+ftp~2+f2 ... p~q+fq In) . (4) 
ft,f2 .... ,fq=O or 1 

Formula (3) is obvious. 
Formula (4) is easily proved as follows. Let 

x{n,d) = { ~ if din 

otherwise. 

With a fixed n, X{ n, d) is multiplicative function of d. Given a prime P 
and a non-negative integer a, the characterictic function of the set of n's 
for which Vp{n) = a is x(n,p<l') - x{n,p<l'+1). Therefore, given distinct 
primes Pl,P2,'" ,Pq and non-negative integers al,a2,'" ,aq, the chara­
~eristic function of the set ofn's such that Vpj{n) = aj for j = 1,2,···,q 
IS 

which is equal to 

L (_1)f t+"+fqX (n,pft+ft ) X (n,p~2+f2) ... X (n,p~q+fq), 
ft,f2 .... ,fq=O or 1 

which in turn is equal to 

L (_I)f t+"'+fqx (n,pft+ftp~2+f2 . .. p~q+fq). 

ft,f2," ,fq=O or 1 

This yields a formula for the number of elements of S(x, k) which satisfy 
Vpj{n) = aj for j = 1,2,,,, , q, and dividing by N(x, k) this formula gives 
(4). 
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3. The case k $ (2 - 6) log log z 

We will actually suppose throughout this section that 

A log log z $ k$ (2 - 6) log log z (6 E ]0, 2[, 0 < A < 2 - 6). 

Theorem 1. Given M > 0 and A E ]0, 1[ we have uniformly for 
d $ (log z)M and O(d) $ Ak 

1 ( k )O(d) ( ( O(d)2 )) 
Prob(dln) = d loglogz 1 + 0 loglogz . (5) 

Proof: We may suppose that d > 1, so that O( d) ~ 1 , for there is nothing 
to prove for d = 1. 

Formulas (1) and (2) give 

( k - O(d) -1) z (log log ~/-O(d)-l (1) 
Nd(Z,k)=F - (1+0) 

log log i d (k - O( d) - 1)! log i log log i 
(6) 

We have 

log j = log z - log d = log z (1 -::::) = log z (1 + 0 (10~:! z ) ) . 

Therefore 

log log ~ = log log z + 0 (10!~0; z) = log log x ( 1 + 0 (10~ z ) ) . 

This allows us to replace 0 (lOg I~g ;) in (6) by 0 (lOg fog x ). A simple 
calculation shows that 

k-O(d)-1_ k-1 -o( O(d) ) 
log log i log log z - log log z . 

Therefore 

F (k - O(d) -1) _ F ( k -1 ) + 0 ( O(d) ) 
log log i-log log z log log z 

_ F ( k - 1 ) (1 0 ( O(d) )) 
- log log z + loglogz . 

We also have 

( Z)l:-O(d)-l ((k -O(d) - 1)) 
log log d = (log log Z )l:-O(d)-l 1 + 0 log z 

= (log log Z )l:-O(d)-l (1 + 0 (10~0:! z) ) 
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and it is easy to see that 

1 _ 1 kO(d) (1 0 ( O(d)2 )) 
(k - O(d) -I)! - (k -I)! + log log x . 

Using these relations in formula (6) we get 

( k - 1 ) x kO(d)(log log x)k-O(d)-i ( ( O(d)2 )) 
Nd(X,k)=F - () 1+0 . log log x d k - 1 ! log x log log x 

(7) 
Dividing (7) by (1) we obtain (5). 

Remark: For fixed d and for k near log log x, Prob(dln) is near l/d; that 
is the same as the probability that a positive integer::; x is divisible by d. 
This is consistent with the well known theorem of Hardy and Ramanujan 
on the normal order of O(n). In fact, the set of n's satisfying 1 < n ::; x is 
the union of the disjoint sets S(x,k) where 1::; k ::; logx/log2, and most 
of these n's belong to an S( x, k) where k is about log log x. 

As an immediate consequence of Theorem 1 we have 

Theorem 2. For each prime p we have uniformly for all non-negative 
integers a ::; >.k, where 0 < >. < 1, 

Prob (Vp(n) ~ a) = ( I ~ )0 (1 + 0 (1 ~2 )) 
p og ogx og ogx 

and 

prob(v.(n)=a)=( k )°(1_ k )(1+0(a2 +1)) 
p ploglogx ploglogx log log x 

The first formula is obtained by taking d = pO in Theorem 1. The second 
formula follows from the first. 

Remark: Given p and a, if k is near 2 log log x, then Prob(Vp(n) 2: a) 
is near (2/pt. In particular, for p = 2, Prob(Vp(n) ~ a) is near 1, i.e., an 
element of S( x, k) is very likely to be divisible by 2°. 

From Theorem 1 we also derive 

Theorem 3. Let Pi, P2, ... , Pq be given distinct primes and let ai, ... , a q 
be non-negative integers. We have uniformly for ai + a2 + ... + a q :::; >.k, 
where 0 < >. < 1, 

Prob (Vpj(n) = aj for j = 1,2,··· , q) = 

(il. Ci lo;IOg r) OJ (1- Pi lo;logr ~ (1 + 0((01 \~~~gO:)' + 1)) 
To prove this result we use formula (4) and Theorem 1 with 

d - pOl +flp02+f2 pOq+fq - 1 2 ... q • 
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4. The case k ~ (2 + 6) log log x. 

Here we need the work of Balazard. 
4.1 Balazard starts with a formula due to Halasz. Consider the arith­

metic function 1jJ defined by 1jJ(m) = 2-0 (m)m. This function is completely 
multiplicative. We have 1jJ(m) ~ 1 for all m and 1jJ(m) = 1 if m is a power 
of 2. Further, 1jJ(m) tends to infinity as m tends to infinity through odd 
values. For, ifm is odd, then m ~ 30 (m) and therefore O(m) $logm/log3, 
which yields 1jJ(m) ~ m1-!og2/log3. So, given y > 0, there are only finitely 
many odd m's for which 1jJ(m) $ y. However, 1jJ is not non-decreasing on 
odd numbers (e.g. 1jJ(25) = 6.25 and 1jJ(27) = 3.375). 

The formula of Halasz is 

N(x,k) = L 1. 
m odd 

t/J(m)5.x/2 k 

O(m)5. k 

This follows from the fact that there is a one-to-one correspondence be­
tween S(x, k) and the set of those odd positive integers m which satisfy 
1jJ(m) $ x/2k and O(m) $ k. It is obtained by associating to each 
n E S(x, k) the integer m = 2- V2 (n)n. This m is odd, O(m) = k- V2(n) $ k 
and 1jJ(m) = 2-kn $ x/2k. If m is an odd positive integer satisfying 
1jJ(m) $ x/2k and O(m) $ k, then m is the image of a unique element of 
S(x, k), namely n = 2k - O(m)m. Note that, if m is the odd integer associ­
ated to n E S(x, k), then V2 (n) = k - O(m). 

In the following we will set 

T(y,k) = L 1. 
m odd 

t/J(m)5.Y 
O(m)5. k 

Halasz's formula can be written as 

N(x,k)=T(;k,k). 

Balazard proves a general formula for T(y, k) which gives N(x, k) by taking 
y = x /2k. This formula holds for k ~ 2 and y ~ 3. Before stating it we 
have to introduce the following notations: 

q xi 
Pq(x) = L l' 

i=O J. 

Q(,\) = '\log'\ -,\ + 1 for'\ ~ 1, 

R>.(y) = (loglogy)-t(logyt2Q(>') for'\ ~ 1 and y ~ 3. 
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(Note that Q(I) = 0 and Q is increasing for A > 1 and that we have always 
R>.(y) = O(I/loglogy).) 

Balazard's formula is the following: 
Given any real B < 3/2 we have uniformly for k ~ 2 and y ~ 3 

where 

T(y,k) = /(2r(y,k))-1 y Pk-l(2 log logy) 
ogy 

x U+O(min(loglogy)-l,R>.(y)))), 

21- z (1- ~r 
f(z) = (2 - z)F(z) = r(z + 1) II 1 _ ~ , 

p>2 p 

(so that /(2) = C j, 

( k) _ Pk _ 2(2Ioglogy) 
r y, - ( ) Pk-l 2 log log Y 

and 

4.2 From now on we will suppose that 

(2 + 6) log log x :S k :S IOT~: ~3) , 

where 0 < <5 < 1. It will be understood that y = x/2k (~ 3). If, instead of 
k:S log(x/3)/log2, we suppose that k::; Alogx/log2 ,where A < 1, this 
implies loglogy = log log x + 0(1), and it is easy to see that this permits 
us to replace y by x in the statements of the theorems below. 

4.3 We will have to use the following properties of the polynomials Pq . 

(a) We have 

-x (q - X) (1) e Pq(X) = G ..;x + 0 ..;x 

uniformly for q ~ 0 and X ~ 1, where 

G(t) = - e-u /2du. 1 1t 2 

v'2i -00 

This is well known. 
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(b) Given p > 1 we have uniformly for X > 0 and q ~ pX 

and 
Pq- 2(X) = 1 + 0 (X-~e-XQ(P») . 
Pq-l(X) 

The first formula follows from Pq- 1 (X) = eX (1 - Eb:q e-;!x;) by 
majorizing the series by a geometric series and using the fact that 
q! > q9+1/ 2e-q.J2;. The second formula follows from 

Pq-2(X) = 1 _ Xq-l/(q -I)!. 
Pq_1(X) Pq-1(X) 

(c) Given A > 0 we have uniformly for q ~ X - A/X 

Pq- 1 (X) = 1 0 (_1_) 
Pq(X) + /X' 

This follows from PJ.:tk» = 1- ;}1; and (a). 

4.4 Theorem 4. Let I' be a real number satisfying 1 < Jl < 1 + 6/2, let 
'7 be any positive number and d a positive integer. We have for 
O(d) $ k - 2Jlloglogy and logf/!(d) $ '1(logy)1-2Q(I')(loglogy)-1/2 

1 
Prob(dln) = f/!(d) (1 + O(RI'(Y))) . 

Proof: We may suppose y ~ Yo for some given Yo, for it is easy to see that 
the result holds for y < Yo. 

We have k ~ (2 + 15) log log y > 2Jllog log y. Taking B = 1', Balazard's 
formula gives 

N(z,d) = /(2r(y,k))-1 y Pl:_1(2Ioglogy)(1 + O(RI'(Y)))' 
ogy 

Moreover, by (b) above we have r(y,k) = 1 +O(RI'(Y)' which implies 

/(2r(y, k)) = /(2) + O(RI'(Y» = C(l + O(RI'(Y))) 

and 
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We thus see that we have 

N(x, k) = Cylogy(l + O(R~(y))). (8) 

We know that Nd(X,k) = N(x/d,k - O(d)). By Halasz's formula this is 
equal to 

Set y / 'IjJ( d) = W (which is ;::: 3 provided that Yo has been chosen large 
enough ). Since k - O(d) ~ 2Jdog log y ~ 2Jdoglogw, Balazard's formula 
gives 

w 
Nd(X,k) = f(2r(w, k - O(d)))-l -Pk_O(d)_1(2Iog log w)(l + O(R~(w))). 

ogw 

We have 

. (log 'IjJ(d)) log w = log y - log'P( d) = log y 1 - log y 

= logy(l + O(R~(y))). 

It follows first that R~(w) = O(R~(y)), so that O(R~(w)) may be replaced 
by O( R~ (y)). Further, since k - O( d) ~ 21' log log wit follows, again by 
(b), that 

r(w, k - O(d)) = 1 + O(R~(w)) = 1 + O(R~(y)), 

which yields f(2r( w, k - w( d))) = C(l + O(R~(y))). We have also by (b) 

Pk_O(d)_1(2Ioglogw) = (logw)2(1 + O(R~(w))) 
= (logw)2(l + O(RJl(Y))) 

Combining these estimates we get 

Nd(X,k) = Cwlogw(l + O(R~(y))) 
y = C 'IjJ(d) logy(l + O(R~(y))). 

This with (8) gives the desired result. 

4.5. From Theorem 4 we derive 
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Theorem 5. Let p be any odd prime, and let 6' E ]0,6[. Let a be a 
non-negative integer. We have uniformly for a ~ 0' log log y 

Prob (Vp ( n) ~ a) = (~) a (1 + O(Rp(y))) 

and 

(2)a 2 
Prob(v,,(n) = a) = p (1- p)(1 + O(Rp(Y))), 

where I' = 1 + 6-,/ . 
For the proof we take d = pa in Theorem 4. We have 

k - O( d) = k - a ~ (2 + 0 - 0') log log y = 21' log log y, 

whence O(d) ~ k - 21'10glogy. Moreover, 

log tP( d) = a log ~ ~ 6' log ~ log log y, 

which is much smaller than required. This gives the first formula. 
For the second one we apply Theorem 4 to d = pa and to d = pa+l, and 

use formula (3). 
We also have 

Theorem 6. Let Pl, P2, ... ,Pq be distinct odd primes, {/ E ]0,0[, and let 
al, a2,'" ,aq be non-negative integers. We have uniformly for a1 + '" + 
a q ~ 0' log log y 

Prob (v"j(n) = aj for j = 1,2,,,, ,q) 

= (iI (~)aj (1- ~)) (1 + O(RIJ(Y))) ' 
3=1 P3 P3 

where I' = 1 + 6-/ . 
We obtain this result by applying Theorem 4 to d = pr1+f1 ... p~q+fq, 

where fi = ° or 1, and applying formula (4). 

4.6. As tP(2a ) = 1, Theorem 4 with d = 2a gives Prob(V2(n) ~ a) = 
1+0(RIJ(Y)) uniformly for a ~ 6' log log y (0 < 0' < 6), where I' = 1 + 6-/ . 
We can prove a result of a different kind. 
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Theorem 7. Given A > 0 we have uniformly for t ::; A 

Prob(V2(n) ::; Ie - 2 log log y + tv'21og log y) = G(t) + 0 (v'l 11 ) , 
og ogy 

where G(t) = * I~oo e-u2
/ 2 duo 

Proof: The formula to be proved is equivalent to 

Prob(V2(n) >Ie - 2 log log y + tv'2 log log y) = 1- G(t) + 0 ( 1 ) 
y'loglog y 

= G( -t) + 0 ( 1 ) . (9) 
y'log log y 

Let a = [k - 2 log log y + t../210g log y] + 1. The condition 
V2(n) > k - 2 log log y + t../210g10gy is equivalent to V2(n) ~ a. So the 
left-hand side of (9) is N2",(x, k)/N(x, k). 

As tJ1(2a ) = 1, N2",(x, k) = T(y, k - a). Balazard's formula gives 

y 1 
T(y,k - a) = f(2r(y,k - a))-l -Pk_a_l(210g10gy)(1 + 0(1 1 )). 

ogy og ogy 

We have k-a-l = 2 log log y-u../210g log y, where u = t+0(1/ 00g log y). 
Now, t ::; A implies u ::; some constant. 

By (c) of §4.3, r(y, k - a) = 1 + O(I/y'log log y), so that 
f(2r(y, k - a)) = C(1 + 0(1/00glogy)), and 

Pk_a_l(2Ioglogy) = (logy)2 (C(-u) +0 ( 1 )) 
00g log y 

= (logy)2 (G(-t) + 0 ( 1 )) 
y'log logy 

= (logy)2G(-t) (1 + 0 ( 1 )) . 
y'log log y 

Therefore 

N2",(x,k) = T(y,k - a) = CylogyG(-t)(1 + O(I/v'loglogy)). 

By (8) we have 

N(x,k) = Cylogy(1 + O(l/v'loglogy)) (for R~(y) = O(1/v'log log y)). 

The last two relations give the desired result. 
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4.6.1 Theorem 7 is obviously equivalent to 

Theorem 7'. Write n = 2Q m, where m is odd (m = 2-V,(n)n). We have 
uniformly for t ~ A 

Prob(O(m) ~ 210glogy - tv'2 log log y) = G(t) + 0 ( 1 ) 
JIog log y 

(because O(m) = k - V2(n) ). 

Now, as we have remarked earlier (see §4.2), if we suppose (2+6) log log x 
~ k ~ A log xl log 2, where A E ]0, 1[ is given, then we may replace log log y 
by log log x. It follows that, for every positive A, 

lim Prob(IO(m) - 2loglogxl ~ Av'2 log log x) = ~ jA e-u'/2du, 
z-oo v211' -A 

and therefore, for every positive 1/, 

Prob(IO(m) - 2 log log xl > 21/log log x) = 0(1) as x --+ 00. 

It is easy to deduce that, for every positive f, 

Prob(m> e and IO(m) - 2loglogml ~ doglogm) = 0(1). 

(It is useful to notice that the number of n E S(x, k) for which m :::; ..;x 
is ~ ..;x.) We can therefore say that, on the set S( x, k), O( m) has normal 
order 2 log log m. 

4.7 Theorem 7 does not give a good evaluation of Prob(V2( n) = a) for 
a near k - 210g log y. It gives only 

Prob(V2 (n) = a) = 0 (0 \ ) . 
og ogy 

By another method we can prove 

Theorem 8. Given A > 0 we have uniformly for 
la - (k - 2 log log y)1 ~ Av'210g log y 

Prob(V2(n) = a) = 
1 (a-(k-210g I0gy))2)(1 o( 1 )) 

v' 411' log log y exp - 4 log log y + JIog log y . 

Proof: We may suppose y ~ Yo for some given Yo, for it is easy to see that 
the result holds for y < Yo. 
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We have seen in §4.1 that there is a one-to-one correspondence between 
the set Sex, k) and the set of those odd positive integers m which satisfy 
""(m) $ y and Oem) $ k, and that V2(n) = k - Oem) where m is the odd 
integer associated to n. It follows that 

#{n E Sex, k) : V2(n) = o:} = L: 1. 
m odd 

t/I(m)$y 
O(m)=k-a 

Following Balazard we start with the formula 

L zO(m) = zJ(2z)y(logy)2Z-1 + O(y log log y(log y)2!Rez-2), 
m odd 

t/I(m)$y 

which holds uniformly for Izl $ R < 3/2 . But now we argue as Selberg. We 
see that, given f. E]O, 3[, we have uniformly for 1 $ k - 0: $ (3 - f.) log log y 

" 1- J (k - 0: -1) y(210glogy)k-a-l (1 0 ( 1 )) 
'-' - loglogy (k-o:-l)!logy + loglogy . 

m odd 
t/I(m)$y 

O(m)=k-a 

The hypothesis on 0: gives 

1 
k - 0: _ 21 < AV2 . 

log log y - y'1og log y 

It follows that IO!IO~y $ 3 - f., where f. E ]0, 1[ is given, provided that Yo 
has been chosen large enough. Moreover 

J ( kl~~; yl) = C (1 + 0 (1/ Jlog log y) ) . 
This gives 

#{n E Sex, k) : V2(n) = o:} 

-c y (210glogy)k-a-l (1+0( 1 )) 
- logy (k-o:-l)! v'loglogy' 

As N(x, k) = Cy log y(l + 0(1/ log log y)) it follows that 

1 (2 log log y)k-a-l ( ( 1 )) 
Prob(V2(n) = 0:) = (l )2 (k )1 1 + 0 . ogy - 0: - 1 . VIog log y 
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As 21!;i~gy = 1 + O(1/Vloglogy) we have 

(210glogy)k-a-l _ (210glogy)k-a ( 0 ( 1 )) 
(k-a-1)! - (k-a)! 1+ y'logIogy· 

Setting a = k-2 log log y+tv'2 log log y, so that It I ~ A, and using Stirling's 
formula we arrive at 

Prob(V2(n) = a) 

= v'41i l~g log y exp ( - 410;:og y) (1 + 0 ( y'lOg\Og y) ) , 
which is the desired result. 

REFERENCES 

[1] L.G.Sathe, On a problem of Hardy on the distribution of integers 
having a prescribed number of prime factors, I, II, III, IV, J. Indian 
Math. Soc. 17 (1953), 63-141; 18 (1954), 27-81. 

[2] A. Selberg, Note on a paper by L.G. Sathe, J. Indian Math. Soc. 18 
(1954), 83-87. 

[3] J .L. Nicolas, Sur la distribution des entiers ayant une quantite fixee de 
facteurs premiers, Acta Arith. 44 (1984), 191-200. 

[4] M. Balazard, Sur la repartition des valeurs de certaines fonctions arith­
metiques additives, These, Universite de Limoges, 1987. 

H. Delange 
Departement de Mathematiques 
Universite de Paris-Sud 
914050rsay 
France 



A Boundary Value Problem for a 

Pair of Differential Delay Equations 

Related to Sieve Theory, I 

H. DIAMOND, H. HALBERSTAM 

AND H.-E. RICHERT 

Dedicated to Paul T. Bateman on the occasion of his retirement 

1. Introduction 

We showed in [DHR 1] how to construct sieves of dimension (or sifting 
density) K. > 1, on the assumption that the following result is true: 

Theorem O. Let K. ~ 1 be given, and let (f = (f,. be the continuous solution 
of the differential-difference problem 

where 'Y is Euler's constant and r is Euler's gamma function. Then there 
exist numbers a = a,., /3 = /3,. satisfying a ~ /3 2: 2 such that the simulta­
neous differential-difference system 

(i) 

{ 
(ii) 
( iii) 
(iv) 

F(u) = l/(f(u), 
f(u) = 0, 
(u" F(u))' = K.u,.-lf(u - 1), 
(u" f(u))' = K.u,.-l F(u - 1), 

0< u ~ a, 
0< u ~ /3, 
a < u, 
/3<u 

(1.2) 

Research supported in part by grants from the National Science Foundation 
and the Research Board of the University of Illinois 
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has continuous solutions F = F" and 1 = I" with the properties 

F(u) = 1 + O(e-U ), I(u) = 1 + O(e-U ), (1.3) 

F(u) decreases monotonically towards 1 as u -+ 00 (1.4) 

I( u) increases monotonically towards 1 as u -+ 00. (1.5) 

The case ~ = 1 (with (}'1 = /31 = 2) of Theorem O-corresponding to the 
so-called linear sieve-is well-known and two distinct accounts ([JR] and 
[HR], [1]) exist in the literature. We shall not deal with it again here but 
assume lrom now on that 

~>1. (1.6) 

The proof of Theorem 0 is complicated and will occupy several papers 
bearing the same title. In this, the first of the series, we prove subject to 
(1.6) that if (1.2) possesses solutions F = F", 1 = I" satisfying (1.3), (1.4) 
and (1.5) then, necessarily, 

(1.7) 

Although Theorem 0 arose in the context of sieves, it deals really with a 
boundary value problem for a linked pair of differential-difference equations 
with retarded argument and will, we hope, be of some interest also in that 
context. 

We suppose that 

(1.8) 

and, in view of (1.7), assume from now on that1 

(1.9) 

Our aim is to show that the system (1.2) with (1.9) has no solutions that 
satisfy all three 01 (1.3), (1.4) and (1.5). In the course of achieving this 
aim we shall lay the technical foundations of our method, especially in an 
extended Appendix consisting of several sections, each dealing with one or 
more of the auxiliary functions that are connected with the theorem. 

1 We shall have occasion subsequently to quote results from this article that are inde­
pendent of (1.9). We put a star next to each displayed relation that depends on (1.9) to 
provide a warning that it is conditional. 
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1. Necessary implications of (1.9) 

An account of relevant properties of the Ankeny-Onishi function UK. ( u) 
(see (1.1)) is given in the Appendix, in Section Au, and we shall quote freely 
from there as the need arises. Suffice it to say here that u( u) is positive 
and strictly increasing in u for u > 0 by (1.1) and tends exponentially fast 
to 1 as u - 00 (u8). 

We form the functions 

P(u) := F(u) + f(u), Q(u):= F(u) - f(u). (2.1) 

Since F, f must satisfy (1.4) and (1.5) we may take it from now on that 

Q( u) > 0 if u > 0; (2.2) 

and similarly, in view of(1.3), that 

(2.3) 

and that 
P(u) = 2 + O(e- U ). (2.4) 

We shall now restate (1.2) in terms of P and Q, and on the basis of (1.9). 
First note that by (1.2), (ii), P(u) = Q(u) = F(u) when 0 < u ::; {3; more 
specifically, 

by (1.2), (i), and 

1 
P(u) = Q(u) = u(u)' (2.5)* 

(2.6)* 

on integrating (1.2), (iii), from a to u and using (ii) and (i). Then (1.2), 
(iii) and (iv), with u > {3 may be rephrased as 

(uK.P(u))' = 1WK.-1p(u-1), u>{3, (2.7)* 

and 
(uK.Q(u))' = _IWK.-IQ(u -1), u> {3. (2.8)* 

Alternative versions of these equations are 

uP'(u) = -ICP(U) + ICP(U -1), u> {3, (2.9)* 

and 
uQ'(u) = -ICQ(U) - ICQ(U - 1), u > {3. (2.10)* 
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Following Iwaniec [I] (although the Laplace transform approach of Raw­
sthorne [R] leads to the same conclusions), we introduce auxiliary functions 
P = Pit and q = qlt which satisfy the adjoint differential equations 

(up(u»' = ~p(u) - ~p(u + 1), u > 0, (2.11 ) 

and 
(uq(u))' = ~q(u) + ~q(u + 1), u > 0, (2.12) 

and the normalized polynomial-like boundary conditions 

In contrast to P and Q, we have explicit representations for the p and 
q functions. These auxiliary functions are important here because the two 
"inner product" expressions 

up(u)P(u) + ~ 1:1 P(t)p(t + l)dt 

and 

uq(u)Q(u) - ~ 1:1 Q(t)q(t + 1)dt 

are each constant for u > /3,. (cf. [I), (5-3)). We determine these constants 
by letting u -+ 00 and using (2.3), (2.4), and (2.13). We find that 

up(u)P(u) + ~ 1~1 P(t)p(t + 1)dt = 2, u ~ /3, (2.14)* 

and 

uq(u)Q(u) - ~ 1~1 Q(t)q(t + 1)dt = 0, u ~ /3. (2.15)* 

(Although (2.14) and (2.15) are valid only for u > f3 in the first instance, 
their truth at u = f3 follows by continuity.) 

An account of the auxiliary functions Plt(u) and qlt(u) is given in sections 
Ap and Aq-for example, the asymptotic statements in (2.13) are given 
in (p4) and (q3) respectively. Iwaniec showed that p,.( u) is positive and 
decreasing in u and that qlt(u) has fewer than 2~ real zeros. The largest 
real zero P = Pit of qlt (u) plays a major role throughout this investigation; 
for the moment we note only that (q5) 
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Then we can deduce at once that 

(2.16)* 

For suppose on the contrary that {3 ~ p. Then (2.15) may be invoked at 
U = P and there gives 

Jp Q(t)q(t + 1)dt = 0, 
p-l * 

obviously a contradiction by (2.2) since Q > 0 and q(u) > 0 if u > p, by 
(q4). 

We now come to a crucial stage of this account: we interpret the 'orthog­
onality' relations (2.14) and (2.15) at u = {3 with the aid of (2.5) and (2.6). 
The moment we come to do so, however, we are forced to distinguish (as 
Rawsthorne [R] was) between two cases: 

Case I: * a" ~ (3" - 1 
and 
Case II: * {3" -1 < a" ~ (3". 
We deal first with Case Ij here it is convenient to begin with (2.15) at 

u = {3, which states, using (2.6), that 

a" 1(j a" 
{31-"q({3)-( ) = K. -( )' r"q(t + 1)dt. 

(1 a (j-l (1 a * 

Since (2.12) may be restated as 

(2.12') 

the integral on the right may be evaluated and we arrive immediately at 

q«(3-1) = o. * 
Thus (3 - 1 is a zero of q(u)j and, indeed, we claim that 

(3=1+p inCase!. (2.17)* 

Otherwise, if p' = p~ denotes the next-to largest real zero of q(u), then 
{3-1 ~ p'. But, by (q6), p' < p-l and then we arrive at (3 < p contradicting 
(2.16). 

Next, still in Case I, set u = (3 in (2.14) and again use (2.6) to obtain 

a" 1(j a" 
{31-"p({3)-( ) + K. -( )r"p(t + 1)dt = 2. 

(1 a (j-l (1 a * 
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Since (2.11) may be rewritten in the form 

(2.11') 

we obtain after integration and substitution from (2.17) 

* 

This and (2.17) are the necessary conditions in Case I. By (1.1), u" /u(u) 
increases with u and therefore 

0:" / u( 0:) ~ (f3 - 1)" / u(f3 - 1) = p" / u(p) 

by (2.17). It follows that 

pp(p)/u(p) ~ 2 is necessary in Case I. (2.18)* 

In §4 we shall show that this inequality does not hold. 
We now turn to Case II, when f3 - 1 < 0: ~ f3, and proceed as before, 

starting with (2.14) this time at u = f3 and applying both (2.5) and (2.6): 

f31-"p(f3)~ + ~ r p(t + 1) dt 
u(o:) Jf3 - 1 u(t) 

rfJ 0:1< 

+ ~ Ja u(o:)' C"p(t + l)dt = 2 * 

which becomes, after using (2.11') in the second integral, 

o:p(o:) + ~ r p(t + 1) dt = 2. 
u(o:) Jf3 -1 u(t) 

(2.19)* 

In the same way (2.15) at u = f3 in combination with (2.5), (2.6) and (2.12') 
leads to 

o:q(o:)_~ r q(t+1)dt=0. 
u(o:) Jf3-1 u(t) 

(2.20)* 

Thus (2.19) and (2.20) are necessary conditions in Case II. 
However, as in Case I we take matters further. First comes a useful 

deducation from (2.20): since f3 > p by (2.16), the integral in (2.20) is 
positive and hence so is q(o:); but 0: > f3-1 > p-1 ~ p' (and q(u) < 0 for 
p' < u < p by Lemma q2) whence even 

0: > p in Case II. (2.21 )* 



DIFFERENTIAL DELAY EQUATIONS 139 

Next, write the integrand in (2.20) in the form 

and integrate by parts on the basis of (2.12') and (1.1). We obtain 

0= (,8 - l)q(,8 - 1) + r t1-lCq(t)d( ~) 
l1(,8 - 1) Jf3 -1 l1(t) 

(,8 -l)q(,8 -1) r q(t)l1(t - 2) d 
= l1(,8 - 1) + ~ Jf3 - 1 l12(t) t. (2.22)* 

Now suppose if possible that a ~ 2 in Case II. Then the integral in (2.22) 
vanishes and the same argument that led in Case I to (2.17) here also gives 

,8 = 1 + P in Case II when a ~ 2. (2.23)* 

At the same time, when a ~ 2 equation (2.19) using (the first line of) (1.1) 
reads 

2 = Aa1-lCp(a) + A~ r rlCp(t + l)dt = A(,8 - l)l-lCp(,8 - 1) * 
Jf3 -1 

by (2.11'). Hence, by (2.23), Ap1-lCp(p) = 2i and since p < a ~ 2 from 
(2.21) we obtain by (1.1) that (cf. (2.18)) 

pp(p)jl1(p) = 2 is necessary in Case II with a ~ 2. (2.24)* 

In §4 we shall show that this equality does not hold. 
There remains Case II with a > 2. Here we claim that 

,8 < 1 + Pi * 
for if, on the contrary, ,8 - 1 ~ P the integral in (2.22) is positive and (2.22) 
cannot be true. Hence in Case II with a > 2 the numbers a,,8 and p stand 
in the following relationship: 

,8 - 1 < p < a ~ ,8 < p + 1, 2 < a in Case II. (2.25)* 

Before going further in this part of Case II we have to introduce two func­
tions which play a crucial role in this and later papers. We do this in the 
next section, where also some of their basic properties are derived and their 
place in the present investigation is established. 
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3. The functions II and X 

For u > 0 and v > 1 define 

up( u) l u p(t + 1) 
lI(u,v)=II .. (u,v):=-(-) +1\: () dt (J' u v-I (J' t 

and 
up(u) l U q(t + 1) 

x(u,v)=x .. (u,v):=-(-) -I\: () dt. 
(J' u v-I (J' t 

(3.1) 

(3.2) 

Integration by parts (as in going from (2.20) to (2.22)) on the basis of 
(2.11'), (2.12') and (1.1) leads to alternative versions 

II ( ) _ (v -l)p(v - 1) l u p(t)(J'(t - 2)d 
.. u, v - ( 1) + I\: 2( ) t (J' v - v-I (J' t 

(3.3) 

and 
( ) _ (v -1)q(v -1) l u q(t)(J'(t - 2)d 

X .. u, v - ( 1) + I\: 2( ) t. (J' v - v-I (J' t 
(3.4) 

Then (2.19) and (2.20) assert that 

II .. (a .. ,,8 .. ) = 2, x .. (a .. ,,8 .. ) = 0 are necessary in Case II. (3.5)* 

By (3.3) and (3.4) 

~II( ) _ p(u)(J'(u - 2) 0 'f 
au u,v - I\: u2(u) > 1 u> 2 (3.6) 

and 
{) q(u)(J'(u - 2) . 
{)ux(u,v) = I\: (J'2(u) > 0 If u > max(2,p); (3.7) 

it follows in particular that each of II( u, ,8), X( u,,8) increases (strictly) with 
u for u> max(2, p) and we deduce from (3.5) by (2.25) that 

11(,8,,8) ~ 2 and X(,8,,8) ~ 0 in Case II with a > 2. (3.8)* 

Next define 

lI(u) = 1I .. (u):= 1I .. (u,u), 

X(u) = X .. (u):= X .. (u,u) (u> 1); (3.9) 

by (3.1) and (3.2), (3.6) and (3.7), 

, a p(u) 
II (u) = {)ull(u, v)lv=u - I\: (J'(u -1) 

{ (J'(U-2) I} 
= I\:p(u) (J'2(u) - (J'(u _ 1) < 0 (u> 1) 

(3.10) 
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and 

,8 q(u) 
X (u) = 8ux(u,v)III=U + II: O'(u -1) 

{ 0'(U-2) I} 
= II:q(u) 0'2(u) + O'(u -1) > 0 (u > p). 

(3.11) 

It follows that 

IT( u) is strictly decreasing in u > 1 (3.12) 

and 
x( u) is strictly increasing in u > p. (3.13) 

Moreover, by (1.1), the positivity of p and 0', (2.13), and (0'8) we have 

lim IT(u) = +00, lim IT(u) = 1, 
u-l+0 u-oo 

(3.14) 

so that by (3.12) the equation 

possesses a unique root, to be denoted by Zrr = zrr(II:), located to the right 
of 1. 

Similarly, by (3.2), (3.4), and (2.13) 

so that, by (3.13), the equation 

possesses a root, to be denoted by Zx = zx(II:), which is unique on the 
interval (p", 00). 

We may now deduce from (3.8), (3.12) and (3.13) that 

(3.16)* 

We shall prove that the three necessary conditions (2.18), (2.24) and 
(3.16) are false; so that Theorem 0 with II: > 1 can hold only with a" > 13". 
The proof for all II: > 1 is given in the next section and makes essential use 
of computer calculations. 
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4. Disproof of (2.18), (2.24), and (3.16) for all K> 1 

We now establish the inequality Zn(K) < ZX(K) for K > 1. The principal 
tools are a lower estimate for Zx of Grupp [G] and a monotonicity result 
for II. 

Here we shall have to make use of numerical data. Calculations of u, p, 
q and other functions were made independently in VIm and Urbana and 
are in full agreement. The programs of Wheeler for computing PIe(u) and 
u Ie (u) were designed to guarantee a relative error of less than 10-14 . For P 
this accuracy is in the range 1 ~ K ~ 15 and 1 ~ u ~ 50; for u the range 
is K > 0 and 0 ~ u ~ 6. Since P and u are smaller than 1 in these ranges, 
the error estimates are also absolute. Wheeler's methods are described in 
his Illinois Ph.D. Thesis [W). His data agree with those of te Riele [te R] 
to the ten decimal places given by te Riele. 

Define 
3K - 1.4, 

3K - 1.45, 

311': - 1.4, 

2 + 2.25(11': - 1), 
2 + 2.48(11': - 1), 

(note that V(K) > 2 if II': > 1). 
Grupp [G] (Theorem 5) proved that 

and 

K ;::: 2.4 

1.5 ~ II': < 2.4 

1.44 ~ II': < 1.5 

1.05 ~ II': < 1.44 

1 ~ K < 1.05 

(4.1) 

(4.2) 

(4.3) 

We shall now prove what is, in effect, the principal result of this paper: 

Theorem 1. We have for every II': > 1 that 

and consequently that 

Zn(lI':) < V(K) < zx(II':), K> 1. 

This result disproves (3.16). By the preceding inequalities zn(lI':) < 
ZX(K) < p + 1, and it follows from the monotonicity of lI(u) and from 
(3.3) (with u = v = p+ 1> 2) that 

2> lI(p + 1) > pp(p)/u(p). 

Hence 
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Corollary. For K> 1, pK,PK,(PK,)/UK,(PK,) < 2. 

This disproves both (2.18) and (2.24). 
The rest of this section is devoted to a proof of Theorem 1. Since 

IT1(1I(1)) = IT1(2) = A1Pl(1) = 2 by (p8), Theorem 1 would follow at 
once if we could prove that ITK,(lI(K)) is strictly decreasing in K. Unfor­
tunately we have failed so far to prove this conjecture, amply supported 
though it is by the data. 

Therefore we shall proceed by devising upper estimates for IT" (u) that are 
good enough for the various ranges of values of K indicated by the definition 
of lI(K) (see (4.1)). Since ITl(1I(1)) = 2 we may expect the smallest K'S to 
give the most trouble. It comes, under the circumstances, as a pleasant 
surprise that we can establish Theorem 1 in three stages. 

(a) K ~ 2.4. Here lI(K) = 3K - 1.4 ~ 2K + 1, and we cite from [GRJ, 
(6.15), 

Zn(K) < 2K + 1, K> 1. 

By (4.3), this proves our result in case (a). 

(b) 1.05 ::; K < 2.4. We begin with a lemma establishing an upper 
estimate of 11K, (u) that is very well suited to take advantage of numerical 
information. The lemma is not elegant in form; nevertheless we shall see 
that, together with six sets of numerical evaluations, it suffices to account 
for all but a small neighborhood of K = 1, of the remaining values of K. 

Lemma 4.1. For all K satisfying (1 ::;)Kl ::; K ::; K2 and all constants b 
(independent of K) satisfying 0 ::; b ::; ~, we have uniformly 
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Proof: Let 

We have 

u = 211: + b, 0 < b < ! - - 2 

II,,(u) = up(u) +lI:lu p(t+ l)dt 
u(u) u-l u(t) 

(4.4) 

from (3.9) and (3.1) (with v = u). We split up the range of integration into 
intervals (u -1, u - i), (u - i, u - !), and (u - !, u) and invoke on each 
interval the convexity of p(t + 1)/u(t) (established in Lemma pI). We then 
obtain 

II:p (u +!) 
II() up(u) Il1:p(u + 1) 3 2 

• < u( u) + 4 u( u) + ii u (u - D 
1 II:p ( U + ~) 1 II:p( u) 

+ - + ---,-"":""";'..,.. 
4 u ( u _ ~) 8 u( u - 1)' 

By (p7) up(u) is increasing in u and, in particular, up(u) < (u+ t)p(u+ t); 
hence 

II(u) _ up(u) _ ! II:p(u + 1) 
u(u) 4 u(u) 

3 II:p ( U + ~) II: ( 1) (2 1 u + ~) 
< 8 u (u _~) + sP u + 4 u (u _~) + u(u - 1) u . 

Next, for each factor l/u(t) on the right use the inequality 

1 (211:)" 1 . 
u,,(t) ~ T u,,(211:) If t ~ 211:, 

valid because t" /u,,(t) is increasing in t ;:: 0 (see (1.1», to obtain 

II (u)< up,,(u) +!lI:p,,(u+l) +~ (~)" II:P" (u+~) 
" u" ( u) 4 u" ( u) 8 1 u" (211:) u-i 

+! II:P" (u+ ~) (2 (~)" + (~)" u+ ~). 
8 u,,(211:) 3 u-l u u--

4 
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To deduce the Lemma from this inequality we note that (with U as in 
(4.4)) each of l/O",.(u) and 1/0",.(211:) is increasing in II: by [GR] (Theorem 
4); Up,.(u) is decreasing in II: by Lemma p2; each of II:P,.(u+ 1), II:P,.(u+ ~), 
II:P,.( U + ~) is increasing in II: by Lemma p3; and each of (u~r)", (u~.\),., 

l • 

(u2~1)'" U!t is decreasing in 11:. I 
We now apply Lemma 4.1 six times to cover the range from II: = 1.05 to 

II: = 2.4: 
(bd 1.56 $ II: < 2.4. Here v(lI:) = 311: - 1.45 ~ 211: + 0.11 and therefore 

TI,.(v(lI:)) $ TI,.(211: + 0.11). 

Apply Lemma 4.1 with 11:1 = 1.56, 11:2 = 2.4 and b = 0.11. Six data-points 
are required: 

0""2(211:2) 0""2(211:2 + b) p"1(211:1+ b) 
0.54067 ... 0.56004 ... 0.21555 ... 

P"l (211:2 + b + ~) P"l (211:2 + b + ~) p"l(211:2 + b + 1) 

0.13497 ... 0.13048 ... 0.12236 ... 

In each case the cited decimal is truncated; the last digit should be 
increased by 1 for an upper estimate. When these six numbers, suitably 
rounded, are substituted in Lemma 4.1 we obtain 

TI,.(V(II:)) < 1.99241. 

(b2 ) 1.44 $ II: < 1.56. Here v(lI:) = 311: - 1.45, 1.5 $ II: < 1.56, and 
v(lI:) = 311: - 1.4, 1.44 $ II: < 1.5, so that v(lI:) ~ 211: + 0.04 over the whole 
range. Therefore 

TI,.(V(II:)) $ TI,.(211: + 0.04) 

and we apply Lemma 4.1 with 11:1 = 1.44, 11:2 = 1.56 and b = 0.04, to obtain 
(for the data see the Table below) 

Similarly, for the remainder of the range, v( 11:) = 2.2511: - 0.25; therefore, in 
(b3 ) 1.185 $ II: < 1.44 take b = 0.04625, to obtain 

TI,.(v(lI:)) $ TI,.(211: + 0.04625) < 1.99867; 

(b4 ) 1.093 $ II: < 1.185 take b = 0.02325, to obtain 

TI,.(v(lI:)) $ TI,.(211: + 0.02325) < 1.99895; 
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(b5) 1.06 ~ K < 1.093 take b = 0.015, to obtain 

and, finally for 
(b6 ) 1.05 ~ K < 1.06, take b = 1/80, to obtain (working with six digit 

accuracy this time) 

This proves the Theorem for the entire (b)-range of K. 

b2 

b3 

b4 

b5 

b6 

0"Itl(2K2) 0"1t2(2K2 + b) Pit I ( 2K l + b) 

b2 0.55067 ... 0.55928 ... 0.23763 ... 

b3 0.55298 ... 0.56329 ... 0.28961 ... 

b4 0.55862 ... 0.56437 ... 0.31701 ... 

b5 0.56048 ... 0.56439 ... 0.32815 ... 

b6 0.560996 ... 0.564326 ... 0.331684 ... 

Pltl ( 2K2 + b + ~) Pltl ( 2K2 + b + ~) Pltl(2K2 + b + 1) 

0.20727 ... 0.19679 ... 0.17879 ... 

0.22358 ... 0.21142 ... 0.19076 ... 

0.27112 ... 0.25338 ... 0.22420 ... 

0.29361 ... 0.27289 ... 0.23930 ... 

0.302574 ... 0.280598 ... 0.245196 ... 

TABLE for proof of Theorem 1, (b). 
(for b6 six-figure accuracy was required) 

(c) 1 < K < 1.05. We come to the last and most delicate part of the 
K-range. After (4.1) we let 

u=ult =2+a(K-l), a=2.48, 
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and note that 
2 < u < 2.124. 

Since u - 1 < 2 we may write (3.3) with v = u as 

II() (u-1)p(u-1) l Up(t)0'(t-2)d 
u = +11: t O'(u -1) 2 0'2(t) 

= A(u _ 1)1-"p(u _ 1) + ~ r p(t)(t - 2)" dt 
A J2 0'2(t) 

by (1.1), so that 

II( ) - A {( _ 1)1-" ( -1) + 11:(11: - 1)"+1 1a p(2 + (II: - l)s) "d} 
u - u pu A2 0 0'2(2+(1I:-1)s)s s . 

In the integral on the right arguments of p and 0' lie between 2 and 2.124 
so that their values do not change drastically over the range of integration. 
With the important factor (II: - 1)"+1 outside, we estimate the integrand: 
p,,(2+ (II: -1)s) ::; p,,(2) by (p5) and 0',,(2+ (I\: -1)s) ~ 0',,(2) = 2" fA" by 
(0'7), whence 

II(u) ::; A {(u -1)1-"p(u - 1) + II: 2: 12P(2)(~)"+1(1\: - 1)"+1 } . 

The factor 

211: a "+1 2.1 2 
II: + 1 (4:) 2p" (2) < 2.05 (0.62) 2p" (2) < 0.4(2p" (2)) < 0.4 

by (p3); hence 

II,,(u) < A" {(u -1)l-"p,,(u -1) + ~(II: _1)"+1}. 

Define 

ll,,(u) := A" {(u - l)l-"p,,(u - 1) + ~(I\: - 1)"+1} ; (4.5) 

we check easily that lim" ..... l+o ll,,(u) = 2, since P1(1) = e--r by (p8). Thus 
ifll,,(u,,) is decreasing in 1\:, then 

follows at once. Therefore it now suffices to prove that 

d ' 
dI\:II,,(u,,) < 0, (4.6) 

and the next lemma is a first and critical step in that direction. 
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Lemma 4.2. Let 
u = aK, - b :::: 1, b:::: O. 

Then 

Proof: From (pI), the definition of Pit, 

d 
dK, (u1-ltplt(u)) 

= _u1- 1t 100 e-ux-Itg(x) {log u + a(K,: 1) + ax + g(x) } dx, 

where 9 is defined in Appendix Ag. Since g(x) :::: 1- e-x for x :::: 0 by (g3) 
we obtain by using (pI) again, 

ddK, (u1-ltplt(u)) 

S _u1- 1t {(lOgU + a(K,: 1) + I)PIt(u) - ap~(u) - PIt(u + I)}, 

and this gives the stated conclusion after an application of (2.11). I 
We now apply Lemma 4.2 with u - 1 in place of u and b = a-I so 

u - 1 = aK, - (a - 1). Although Alt increases with K, it turns out that 

Indeed, we have 

d 
dK, (AIt(u -1)l-ltplt (u -1)) 

= (u -1)l-ltplt (u -1)AIt (-r + log 2 + tfJ(K, + 1) 

d 
+AltdK,((u-l)l-ltplt(u-l)) 

S AIt(u _1)1-1t{ (r + log 2 + tfJ(K, + I))PIt(u - 1) 

a-I } - (1 + log(u - I))PIt(u - 1) - u _ 1 PIt(u) 

by Lemma 4.2, so that 

(4.7) 
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where 
<P1(~) = 'Y + log 2 - 1 + t/J(~ + 1) -log(u -1) 

and 

We have, by (t/J5) , 

~<P1(~) = t/J'(~+ 1) _ _ a_ < _1_ _ a 
d~ u - 1 1 a~ - a + 1 

~+2 

3 1 --+-
- 2 a < O. 
- 1 a-I ' 
(~+ -)(~ --) 

2 a 

149 

thus 0 < <P1(1.05) < <P1(~) < <P1(1) = log2 by (t/J2). Since p,.(u - 1) 
is positive and also decreases in ~ (by differentiating (p 1)) it follows that 
<P1(~)P,.(u - 1) is decreasing in ~ and therefore by (p8) 

Similarly <P2 (~) is decreasing in ~ and therefore 

Substituting from (4.9) and (4.10) in (4.8) we obtain 

d 
d~ (A,.(u - l)l-,.p,.(u - 1)) 

< -A,.(u _1)1-" {1.31672pl.05(2.124) - e-'"Y log2} 

< -(0.04581)A,.(u - 1)1-" 

since pl.o5(2.124) = 0.33036 ... by a numerical evaluation. Hence by (4.5) 

~ft,.(u) < -(0.04581)A,.(u _1)1-" + g dd~A,.(~ -1)"+1. (4.11) 

It is easy to check that 
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where 

Now (K - 1)~ is positive, increases with K, and A~ and ¢3 are positive, so 

Also 
1 

¢~(K) = K _ 1 + 2¢'(K + 1) + (K - 1)¢"(K + 1) > 0, 

so that ¢3(K) is convex and is maximal at an end point of 1 ~ K ~ 1.05. 
Hence ¢3(K) assumes its largest value at K = 1.05, and this maximum is2 

less than 1.98646. Thus, by (4.11), 

d~fi~(u) < -A~ {(0.04581)(u _1)1-~ - 0.03421} 

< -A~ {0.04554 - 0.03421} < 0, 

and (4.6) is true. This completes the proof of Theorem 1. I 
We remark in conclusion that the proof of Theorem 1 is characteristic of 

the methods developed in this series of papers: with, usually, a multiplicity 
of diverse functions simultaneously in play, we weld together arguments 
using monotonicity (with respect to u or K) or convexity (when available) 
or both, with numerical data making the 'joins'. While such procedures 
are not always pretty, we believe that the interplay between theoretical 
estimates and numerical information is novel (at least in this context) and 
interesting. 

Appendix 

Here we define three families of special functions that occur in our study 
and establish some of their properties. Also, we list for convenience several 
basic properties of two more familiar functions-the Euler gamma function 
and the exponential integral. 

Af1. Derivatives of log r. 
We list the following elementary facts about derivatives of log r, quoting 

from [AS]. 
¢(z) := r'(z)Jr(z) [AS], 6.3.1 

¢(2) := 1 - 'Y [AS], 6.3.2 

21/1(2.05) = 1/1.05 + 1/1(1.05) = 0.45453 ... from [AS]. 

(¢1) 

( ¢2) 
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t/J(z + 1) = t/J(z) + l/z [AS],6.3.5 ( t/J3) 

00 00 

t/J'(w) = I)w + IIt2, t/J"(W) = -2 2,)w + 11)-3 [AS], 6.4.10 (t/J4) 
v=o v=o 

Also, we have, by (t/J4) , 

t/J'( w) < w- 2 + (w + 1/2)-1 < (w - 1/2)-1. (t/J5) 

Indeed, by convexity 

so that 

00 100 1 ~)w + 11)-2 < r 2dt = . 
v=l w+1/2 W + 1/2 

AI. The exponential integral. 
For z E C, define g(z), the exponential integral, by 

(gl) 

This is an entire function of z. (In [AS], §5.1, it is denoted by Ein(z).) For 
x> 0 we have 

[AS], 5.1.39. (g2) 

Since r1(1 - e- t ) decreases, it follows that 

(g3) 

Also, we have 

g(x) ;::; (x + 1- e- X )/2, x ~ O. (g4) 

Indeed, if we set 

ifJ(x) = x + 1 - e- x - 2g(x), 

then ifJ(O) = ifJ'(O) = 0 and ¢/'(x) > 0, so ifJ(x) ~ 0 for x ~ O. 
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Aft. The sigma function. 
O'IC(U) (briefly: 0'), defined in (1.1) provides the upper bound function 

for our sieve in the initial range 0 < u ~ alC (cf. (1.2)). This family of 
functions was introduced by Ankeny and Onishi [AO]. It is convenient to 
extend the definition of 0' to R as the continuous solution of the difference 
differential equation 

where 

and 

or, equivalently, 

O'IC(U) = 0, U ~ 0, 

U-ICO'IC(U) = A;l, 0 < u ~ 2, 

AIC = (2e'Ytr(1\: + 1), 

UO'~(U) = I\:O'IC(U) - I\:O'IC(U - 2), U> 2. 

(0'1 ) 

(0'2) 

(0'3) 

(0'5) 

Actually, the last two equations are valid for 0 < U ~ 2 also, by (0'2). In 
what follows we shall assume that I\: > 1, though several of the results hold 
also for I\: = 1. 

Ankeny and Onishi [AO], pp. 38-40 and Theorem 2.33 , proved that, 

O'(U»O, u>O, 

O"(U) > 0, U > 0, 

and 
O'(U) = 1 + O(e-U / 2), U -+ 00. 

We record also the relation 

(0'6) 

(0'7) 

(0'8) 

UO'"(U) = (I\: -1)O"(u) - 1\:00'(u - 2), U > 0, (0'9) 

and we quote from [GR], (6.14), that 

( 0'10) 

3Note that [AD] uses the functions 

and the letter a instead of K. 
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Lemma 0'1. Let K, > 1. Then (u'(u)/u(u))' < 0, u > O. Moreover, 
uu'(u)/u(u) decreases in u for u > 0 and is strictly decreasing for u > 2. 

Proof: Differentiation and (0'5) and (0'9) give 

0" 
u( -(u»' = uu(u)-2 {u(u)u"(u) - u'(u)2} 

0' 
= u(u)-2 {-u(u)u'(u) - I\:u(u)u'(u - 2) + K,U'(u)u(u - 2)} 

0" u(u - 2) {u' 0" } = --(u) + K, -(u) - -(u - 2) 
0' u(u) 0' 0' 

= _ 0" (u) + K, U(U(-)2) l U 
(' (t))'dt. 

0' 0' u u-2 0' 

The integral expression is valid because 0" (u) / 0'( u) has a continuous deriva­
tive for 0 < u < 00. 

Now (u'(u)/u(u)), = _,./u2 < 0 for 0 < u :::; 2. If the first statement of 
the lemma were false, there would be a least number, say v, v > 2, such 
that (u'/u),(v) = 0 and (0"/0')' < 0 on (O,v). If we take u = v in the 
formula for u( 0" /0')' (u), the left side is zero and the right side is negative, 
which is impossible. This proves the first statement. 

If we rewrite the formula as 

( u 0" (U))' = K, u(u - 2) 1u (0" (t))' dt 
0' u(u) u-2 0' 

the lemma now follows at once. I 

Corollary 0'1. For u > 0 we have (l/u(u»" > O. 

Proof: We have 

Ap. The p function. 
For each K, ~ 1 we define p" (briefly: p) following Iwaniec ([1], (2.6)) by 

(p1) 

where g is given in (g1). Iwaniec also proved ([1], p. 196) that p,,(u) satisfies 

( up( u))' = I\:p( u) - ,.p( u + 1), u > 0, (p2) 
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and 

l U +1 

up(u) + K. u p(t)dt = 1, u> 0, (p3) 

and that p(u) < u- 1, as u - 00, so that by (p3) 

p(u)_u- 1, u-oo. (p4) 

It follows at once from (pI) that 

sgnpC/I)(u) =(-1)/1, u>O v=0,1,2.... (p5) 

In particular, p is positive, decreasing, and convex on the positive reals. 
Because p is decreasing, (p2) implies that 

up( u) is increasing, u > O. (p6) 

Also we have 

(u + K.)p(u) is decreasing, u > O. (p7) 

Indeed, by (p2), the mean value theorem, and the convexity of p we have 

(up(u»' = -K.(p(u + 1) - p(u» = -K.p'(u + 6) < -Kp'(U). 

We need one specific value of p: 

since log x - g(x) - -'Y at 00 by (g2). 

Lemma pI. p(t + 1)/O"(t) is convex in {t : t > O}. 

Proof: We have 

{p(:t/) r = p"(t + 1) . O"~t) - 2p'(t + 1) ;: (t) + p(t + 1) {O"~t) r > 0, 

since p, -p', p" > 0 by (p5) and 0", 0"' > 0 by (0"7) and (1/0")" > 0 by 
Corollary 0"1. I 

In order to obtain estimates that are uniform in K., we need to know how 
p" and some related functions vary with changes in K.. 
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Lemma p2. Let u = all:+b, a> 0, b ~ 0. Then UPIC(U) is decreasing in 11:. 

Proof: We have 

d 0 
dll:(uPIC(u)) = a(uPIC(u))' + OIl:(UPIC(U)) 

= all:(p(u) - p(u + 1)) - u 100 e-ux-lCg(X)g(z)dz. 

Since g(z) ~ 1- e-X by (g3), the last term is at most 

It follows that 

Lemma p3. Let U = all:+b, a > 0, a+ 1> b, and ab ~ 1/2. Then II:Pk(U) 
is increasing in 11:. 

Proof: Since g(z) ~ H1 + z - e-X ) by (g4), we have 

:11: (II:PIC(U)) = PIC(U) - II: 100 
e-Ux-lCg(X)(az + g(x))dx 

~ PIC(U) - II: 100 
e-ux-lCg(x) (ax + ~(x + 1- e-X)) dx 

= PIC(u)(1- "'/2) + (a + ~) ",p~(u) + "'PIC(U + 1)/2 

= P.(") {1- ~ + (a + D:(' -1) } _ P.(" + 1) { (a + tiD .' _ ~ } 
by (p2). Since the quantity in the last bracket is positive, we may use the 
estimate 

U+II: 
-PIC(U + 1) ~ - 1 PIC(U), 

U+II:+ 

which follows from (p7), and conclude that 



156 H. DIAMOND, H. HALBERSTAM, AND H.-E. RICHERT 

Aq. The q function. 
For each number K > 1, qte (briefly: q) is defined ([1], (5.4)) by 

( ql) 

where g is given in Appendix Ag, z-2te = exp{ -2K log z}, and C is the 
path from -00 back to -00 which surrounds the negative real axis in the 
positive sense. 

Iwaniec proved ([1], pp. 182-183) that this function satisfies 

(uq(u))' = Kq(U) + Kq(U + 1), u > 0, (q2) 

and 
(q3) 

Moreover ([1], pp. 184-185) 

Lemma q1. qte(u) has a largest real zero, say Pte (briefly: p), which is 
simple, and we have 

q(u»O, q'(u»O, u>p (q4) 

and 
Pte > K. (q5) 

Further we quote from Rawthorne ([RJ, p. 92). 

Lemma q2. Let p~ (briefly: p') denote the second largest positive zero of 
q. If it exists, we have 

p'<p-l, (q6) 

and q is negative in (p',p) (if p' does not exist, q(u) < 0 in 0 < u < p). 

Proof: Rewrite (q2) in the form 

Let v satisfy p - 1 ::; v < p, and integrate the preceding formula to give 

since q(u+ 1) > 0 for u > p-l. It follows that p' < p-l and q(v) < 0 for 
p' < v < p. I 
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Some Remarks about Multiplicative 

Functions of Modulus ~ 1 

P.D.T.A. ELLIOTT 

Dedicated to P. T. Bateman 

1. In this paper g will denote a complex-valued multiplicative func­
tion which satisfies Ig(n)1 ~ 1 for all positive integers n. 

I begin with a statement of 

Theorem o. Let 1 ~ Wo ~ x. There is a real T, ITI ~ (log x )1/19, so that 

uniformly for 1 ~ W ~ Woo If g is real-valued, then we may set T = O. The 
implied constant is absolute. 

The constant 1/19 can be improved, but in its present form the method 
can be expected to lead to an exponent less than 1. The parameter T 

depends upon both g and x, but its dependence upon x is in fact rather 
weak, so that a result which is uniform over a range N ~ x ~ NfJ, for any 
fixed f3 > 0, could be obtained. 

A detailed proof of this theorem will appear in the Proceedings of the 
Royal Dutch Academy [3]. Here I shall give some applications. 

2. It follows straightaway from the theorem that 

Partially funded by N .S.F. contract DMS-8722913 
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uniformly for 1 ~ w ~ x and all g. This much improves a result of Hilde­
brand [6] obtained by a different method. In particular, it enables one to 
extend character sum estimates, such as those of Burgess [1], on a sliding 
scale. 

Let X be a non-principal character of order m to a prime-modulus p, 
and p one of the values it can assume. Let t(p) be the least positive integer 
n for which x(n) = p. 

Theorem 1. There is a positive absolute constant c so that for each fixed 
c>O 

t(p) ~ rI+£ with {3 = ! (1 __ c_ ) . 
4 m19 

Proof. Since 

m-1 f (x(n)p)k = { 1 if x(n) ~ p, 
k=1 0 otherwIse, 

1 m-l 

~ 1- m[Y] = m-1 ~ l ~ (x(n))k 
n~y k=1 n~y 

x(n)=p 

For Y ~ pl/H£ the above mentioned estimate of Burgess shows that a 
typical character sum is 0 (pl-6 y) for some positive 0 depending only upon 
c. If we replace y by y/w and appeal to Theorem 0, the character sums do 
not exceed 

This is less that [yw- 1]m- 1 for w of the form exp(clm-19 logy), and y = 
pl/H£ . 

It is clear from this example that amelioration of the exponent 1/19 in 
Theorem 0 would be worthwhile. 

It is interesting to compare the bound for t(p) given in Theorem 1 with 
the estimate (3 = 1/2 -." of Davenport and Erdos [2]. The value 1/2 rather 
than 1/4 in their result comes from an application of the P6lya-Vinogradov 
inequality rather than the above estimate of Burgess. The constant is 
0~/2(2k+1), where II denotes the number of distinct prime factors of k, and 
the sequence OJ is defined inductively by 01 = l/(k + 1), 6,+1 = 6;/(2k2). 
They regard this value of TJ as "very small", and go on to say "but it is 
difficult to see how one can obtain a reasonably good result without making 
some assumptions about the arithmetical nature of k." No such assumptions 
are made in Theorem 1. 
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Let S(x) = E g(n). 
n:$;z 

Suppose now that g is real-valued. Then for 0 < 0 < 1, ox::; y ::; x/o, 
say, 

E g(n + y) = S(x + y) - S(y) = S(x) + o(x(lOgx(l/l9), 
n:$;z 

the implied constant depending only upon O. In particular 

IS(xW::; x-l E IE g(n + y)12 + 0 (x2(logX)-2/l9) . 
6x:$;Y:$;x/6 n:$;z 

If g = X, a real non-principal character (mod p), and 1 ::; x < p, then 
we may introduce the very wasteful step of increasing the outer summation 
over y to run over a complete set of residue class representatives (mod p). 
For our extravagance the resulting multiple sum can be evaluated: 

and we gain the estimate 

E x(n) ~ pl/2 + x(logX)-1/l9 . 

n:$;z 

This is not spectacular, but for x below pl/210gp or so it already improves 
upon the well-known P6lya-Vinogradov inequality. 

Let () > O. A more careful version of this argument which relates 
S(x + y) - S(y) first to S(y), and then to S(x), employing y in the range 
x (log x)8 ::; Y ::; 2x(log x)8, yields 

In particular 

E x(n) ~ pl/2(logX)-1/40 + x(logx)-l/400 

n:$;x 

uniformly in p and x 2: 2. 
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3. Returning to the general relation of Theorem 0, multiplying by 
wiT and summing over the interval 1 =:; w =:; Wo gives 

( ( 12 )1/19) 
L L g(n)wiT = 8(x) (log Wo + 0(1))+0 z logwo ~: 2:0 • 

WSWo nSz:/w g 

The order of summation in the double sum can be inverted, and the result­
ing inner sum estimated: 

We have reached 

Theorem 2. In the notation of Theorem 0 

X1+iT g(n) 
Lg(n)= (l+iT)log wo L n1+iT 
nSz: z:/wo<nSz: 

o( Z (log 2WO)1/19) 
+ log 2wo + Z log2z . 

This reduces the study of the mean-value of 9 to that of g(n)n- 1- iT , 
which is generally thought to be an easier problem. 

As an example, suppose 9 to be real and define the Dirichlet convolu­
tion h = 1 * g. Then h(p) = g(p) + 1 ~ 0 for all primes p, and Ih(pk)1 =:; 2. 
Easy elementary arguments (for example Elliott [5] Chapter 1) give on the 
one hand 

with 
~ = L 1- g(p) . 

pSz: p 

On the other hand, from its property as a convolution 

L h(n) = L g(m) [:] = Z L g:) + O(z) , 
nSz: mSz: mSz: 

so that together 

(2) 
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A simple modification of this argument with 

shows that for Wo ~ zl/2 the restriction z/wo < m can be adjoined to the 
sum in (2), for then 

" Ih(p)l- 1 1 1 ( log z) 1 
L..J < + og 1 / <. p ogz Wo 

w/wo<p~w 

It follows from Theorem 2 that 

Z z 10 2wo ( )
1/19 

"g(n)<-l -e-Alogz+-l -+z Ig2 
L..J ogwo ogwo og Z 
n~w 

Choosing Wo favorably we have established 

Theorem 3. For real 9 

Of course the constant 1/40 is far from best, but the proof is not too messy, 
the result is 'clean', and the method lends itself to generalizations allowing 
Ig(p)l> l. 

4. My last application is to Probabilistic Number Theory. Let fen) 
be a real-valued additive function and assume that the distribution function 

Fw(z) = "w(n; fen) - a(z) ~ z,B(z» 

which counts the frequency of those integers in the interval 1 ~ n ~ z for 
which the inequality fen) - a(z) ~ z,B(z) is satisfied, converges weakly to 
a proper law, as z -+ 00. 

The function ,B(z) must then satisfy some growth restrictions, which 
are not well understood. However, in the course of proving that all proper 
limit laws are continuous, Timofeev [7] showed that (in our present nota­
tion) ,B( z / w) /,B( z) -+ 1 certainly holds if log w / log z -+ 0, Z -+ 00. This 
last result could also be deduced by the arguments in Chapter 17 of Elliott 
[4], but in neither case can the proof be considered simple. I show here how 
to deduce it rapidly from Theorem O. 
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Define the multiplicative function g(n) = exp(it /(n)//3(x)) , t real. 
Let cfo(t) denote the characteristic function of the limit law. Then our 
hypothesis can be expressed in the form 

[xr1exp ( -ita(x)//3(x)) Lg(n) = Joo eitzdF~(z)-+cfo(t), x-+oo, 
n~~ -00 

uniformly on compact t-sets. It follows from Theorem 0 that if log w / log x 
-+ 0, then 

Icfo(t/3(X/W)//3(x)) 1-lcfo(t)l-+ 0, x -+ 00. (3) 

Suppose now that for some unbounded (increasing) sequence of values 
Xj, with corresponding Wj, we have /3(Xj/Wj)//3(Xj) -+ 0 1= 1. Without 
loss of generality 0 5 0 < 1. It follows from (3) that for all real t, Icfo(t) I = 
Icfo(tO) I· Arguing by induction Icfo(t) I = Icfo(t01:) I for all positive integers k 
and real t, so that Icfo(t) I =lim1:_oo Icfo(t01:)\ = Icfo(O)\ = 1. The limit law cfo 
must be improper, contrary to assumption. 
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On the Normal Behavior of the Iterates 

Of some Arithmetic Functions 

P. ERDOS, A. GRANVILLEl, C. POMERANCE2, 

AND C. SPIRO 

Dedicated to our friend, colleague and teacher, Paul Bateman 

Abstract 

Let (;?l (n) = (;?( n) where (;? is Euler's function, let (;?2( n) = (;?( (;?( n)) , 
etc. We prove several theorems about the normal order of (;?k(n) and state 
some open problems. In particular, we show that the normal order of 
(;?k(n)/(;?k+l(n) is ke"Ylogloglogn where I is Euler's constant. We also 
show that there is some positive constant c such that for all n, but for a 
set of asymptotic density 0 , there is some k with (;?k(n) divisible by every 
prime up to (logn)c. With k(n) the first subscript k with (;?k(n) = 1 , we 
show, conditional on a certain form of the Elliott-Halberstam conjecture, 
that there is some positive constant 0: such that k( n) has normal order 
0: log n . Let s( n) = 0'( n) - n where 0' is the sum of the divisors function, 
let s2(n) = s(s(n)) ,etc. We prove that s2(n)/s(n) = s(n)/n+o(l) on a set 
of asymptotic density 1 and conjecture the same is true for sk+1(n)/sk(n) 
for any fixed k . 

§1. Introduction 

Let (;?(n) = (;?l(n) denote Euler's phi-function and if (;?k-l(n) has already 
been defined, let (;?k(n) = (;?«(;?k-l(n)) . Ifn > 1, then n > (;?(n) . Thus the 
sequence n, (;?l (n), (;?2( n), ... is strictly decreasing until it reaches 1 when it 
becomes constant. Let k(n) = k be the least number such that (;?k(n) = 1 . 
Further, let k( 1) = 1. 

1 Supported in part by an NSERC grant 
2 Supported in part by an NSF grant 
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Note that if n = 2i , then k(n) = j = (logn)/log2. Also if n = 2· 3i , 
then k(n) = j + 1 = r(1ogn)/log31 where rzl denotes the least integer 
2': z. It turns out that these two examples essentially demonstrate the 
extreme behavior of k(n) , for as Pillai [14] showed in 1929, 

r(1ogn)/log31 $ k(n) $ Wogn)/log21 (1.1) 

for all n . Further, by considering numbers n of the form 2° 3b it is easy to see 
that the set of numbers of the form k(n)/ log n is dense in [1/ log 3,1/ log 2] . 
What is still in doubt about k(n) is its average and normal behavior. We 
conjecture that there is some constant a such that k( n) '" a log n on a set 
of asymptotic density 1 . If this is true, then (1.1) immediately would imply 
that 

The function k( n) possesses more algebraic structure than is immediately 
apparent from its definition. Shapiro [16] has shown that the function 
g( n) := k( n) - 1 is additive and in fact satisfies the stronger relation 

g(mn) = g(m) + g(n) + l(m,n) 

for all natural numbers m, n where l(m,n) is 0 unless (m, n) is even in which 
case l(m,n) = 1 . 

Let F( n) denote the number of even terms of the sequence 

n, cp(n), CP2(n), .... 

Then F(n) = k(n) for n even and F(n) = k(n) -1 for n odd. It is not hard 
to show (we leave this for the reader) that the function F(n) is completely 
additive; that is, F(mn) = F(m) + F(n) for all natural numbers m, n . 
Note that F(2) = 1 and for p an odd prime, F(p) = F(p-l) . So in fact, we 
have an alternative definition of F that does not have anything to do with 
iterating the phi-function. Namely, F is the completely additive function 
which is defined inductively on the primes as follows: 

{ I, 
F(p) = F(p _ 1), 

if p = 2 

if p > 2. 

Thus our conjectures on the normal and average orders of k(n) can be 
equivalently put in terms of the normal and average orders of the func­
tion F(n). Using this translation of the problem, we are able to prove 
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these conjectures conditionally on a certain form of the Elliott-Halberstam 
conjecture. This conjecture states that for any A, 

~ I' 1I'(x') I x L..J max max 1I'(x ;k,a) - -(k) <A -A-' 
k~Q (0,k)=1 z:/~z: cp log x 

(1.2) 

where 1I'(x; k, a) denotes the number of primes p:$ x with p == a (mod k) , 
where 11'( x) is the number of primes p :$ x , and where Q is some function of 
the form x 1- 0 (1) . This conjecture for Q = X/10gB X , which was the original 
conjecture of Elliott and Halberstam, was recently disproved in [4], while in 
[5] the conjecture is disproved for Q = x / exp { c(log log x)2 / log log log x} 
for some positive constant c. But presumably, if Q = x1- f (Z:) and (x) tends 
to 0 slowly enough, then (1.2) holds. In section 2 below, we show that F(n) 
(and thus k(n)) possesses normal and average order alogn provided (1.2) 
holds for Q = x1-f(Z:) with (x) = (10glogx)-2. Further we can weaken 
(1.2) by deleting the double max (letting x' = x and a = 1), by restricting 
k to integers with at most two prime factors, and taking A = 2 . 

Short of proving our conjecture on the normal order of k( n) uncondition­
ally, there are still many interesting questions about the normal behavior 
of the functions CPk(n) . In 1928, Schoenberg [15] showed that n/cp(n) has 
a distribution function. That is, D",(u), defined as the asymptotic density 
of the set of n with n/cp(n) :$ u, exists for every u. In addition, D",(u) is 
continuous and strictly increasing on [1,00) , with asymptotic limit 1 . 

It turns out that the situation for the higher iterates of cp is much simpler. 
We show below that the normal order of CPk(n)/CPk+1(n) is 

ke"Y log log log n, 

where 'Y is Euler's constant, for each fixed k ~ 1 . In fact, this result 
continues to hold true if k is allowed to tend to infinity at a modest rate. 
(For fixed k , this result was stated without proof in [7].) 

As a corollary, we have that the set 

{n : n/cp"+1(n) :$ uk!ek"Y(logloglogn)k} 

has asymptotic density D",(u) for every integer k ~ 0 and for every real 
number u. 

It is well known that the maximal order of n/cp( n) is e"Y log log n but that 
very few integers n have n/cp(n) this order of magnitude. We show below 
the existence of a positive constant c such that 
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holds for a set of n of asymptotic density 1 . In fact a stronger result is 
true. We show the existence of a positive constant c' such that the set of 
n for which there is a k with <;'1: ( n) divisible by every prime up to (log n )Cl 

has asymptotic density 1 . 
The following two conjectures are perhaps tractable, but so far have 

resisted our efforts. We define 

<II(n) = n II <;'I:(n). 
1:~1 

Conjecture 1. For each prime p, let N(x,p) denote the number ofn ~ x 
with pi <II(n). Then for every f. > 0, N(x,p) = o(x) uniformly in the region 
p> (IogX)1+f and N(x,p) "" x uniformly in the region p < (logX)l-f. 

Conjecture 2. For each f. > 0 , the upper asymptotic density of the set of 
n with the property that the largest prime factor of <;'1: (n) exceeds nf tends 
toOask-+oo. 

Concerning Conjecture 1, we show below that for every n , the number 
of distinct prime factors of <II(n) is at most r(logn)/log21 . Thus for each 
f. > 0 and all x ~ xo(f.) , there is no n ~ x with <II(n) divisible by every 
prime p ~ (log x) 1+f. However, we not only cannot prove the first assertion 
in Conjecture 1 for every f. > 0, we cannot prove it for any specific choice 
of f. , even for very large choices. From our theorem mentioned above 
on <;'I:(n) being divisible by every prime up to (log n)C/, it follows that if 
o < c < c' , then N(x,p) "" x uniformly for p < (logxY. The second 
assertion in Conjecture 1 has both stronger and weaker versions that may 
be worth stating. The stronger version is that for each f. > 0 , there is a set 
S,(x) of integers n ~ x of cardinality o,(x) such that if n ~ x, n ¢ S,(x), 
then <II(n) is divisible by every prime p ~ (logx)l-f . From the above 
mentioned theorem, this is true for all f. < 1 - c' . The weaker version is 
that 

L: lip = 0(1) 
p<logn 
p 14>(n) 

on a set of n of asymptotic density 1. Perhaps this is tractable. Note that 
from the above comments, we have 

L lip -+ 0 as n -+ 00. 

p>logn 
pl4>(n) 

By using sieve methods, we can prove Conjecture 2 for f. > 2/3 . We do 
not give the proof here. 
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The sum of the divisors function 0'( n) resembles in many ways Euler's 
function r,o( n) . Yet it seems very difficult to prove anything non-trivial 
about the sequence of k-fold iterates O'k(n) . For example, consider the 
following statements: 

(i) for every n > 1, O'k+1(n)/O'k(n) ---+ 1 as k ---+ 00; 

(ii) for every n > 1, O'k+l(n)/O'k(n) ---+ 00 as k ---+ 00; 

(iii) for every n > 1, O'k(n)l/k ---+ 00 as k ---+ 00; 

(iv) for every n > 1, there is some k with n 100k(n) ; 

(v) for every n, m> 1, there is some k with m 100k(n) ; 

(vi) for every n, m> 1 , there are some k, f, with O'k(m) = O't(n). 

We can neither prove nor disprove any of these statements. 
Let s(n) = O'(n) - n and let sk(n) be the k-fold iterate of sat n. In [8], 

the first author stated the following: For each ( > 0 and k , the set of n 
with 

Is(n) Sj+1(n) I 1" -12k -- - < ( lor J - , " .. , 
n sj(n) 

has asymptotic density 1 . This result is "half proved" in [8]. Namely, it is 
shown that the set of n with 

Sj+l(n) > s(n) _ ( for j = 1, 2, ... , k 
sj(n) n 

has asymptotic density 1 . The other half of the statement is claimed, but 
no argument is given. The first author now wishes to retract this claim and 
state the following as an open problem. 

Conjecture 3. For each (> 0 and k, the set ofn with 

Sj+l(n) s(n) 
( ) < -- + (: for j = 1, ,'" , k 

Sj n n 

has asymptotic density 1 . 

In section 5 we give a proof of Conjecture 3 in the case k = 1 . We 
also show that the full Conjecture 3 would be implied by the following 
conjecture. 

Conjecture 4. If A is a set of natural numbers of positive upper density, 
then s(A) = {s( n) : n E A} also has positive upper density. 

Note that it is possible for s(A) to have positive density when A has 
density O. For example, if p i- q are primes, then s(pq) = p + q + 1. 



170 P. ERDOS, A. GRANVILLE, C. POMERANCE, AND C. SPIRO 

While the set of integers of the form pq has asymptotic density 0 , the set 
of integers of the form p + q + 1 with p, q distinct primes has asymptotic 
density 1/2 . This follows from work on the "exceptional set" in Goldbach's 
conjecture. In fact, a more complicated version of this idea gives that the 
set of Sk(pq) has lower asymptotic density at least 1/2 for any fixed k. We 
show this in section 5. 

Suppose for every K there is a number CK such that for any m there are 
at most CK numbers n ~ Km with s(n) = m . We are not sure whether 
we believe this hypothesis and in fact it may be possible to disprove it. We 
note though that it implies Conjecture 4. 

In some sense, the paper [8] was motivated by a problem of H. W. Lenstra, 
Jr. [12] to show that for each k , there is an n with 

(1.2) 

Let a be the asymptotic density of the set of n with n < s(n) Then 
a > 0 and the correct half of [8] shows that for each k, (1.2) holds for a 
set of n of asymptotic density. That is, if the first inequality in (1.2) holds, 
then almost certainly all of the inequalities in (1.2) hold. Thus [8] provides 
a very strong solution to Lenstra's problem. The third author wishes to 
acknowledge a conversation with Lenstra in which the difficulty in the proof 
of the other half of [8] was discovered. 

In [9], the first and third authors prove a theorem on the normal number 
of prime factors of tp(n) . Abdelhakim Smati has pointed out to us an 
error in the proof of Lemma 2.2 in this paper and another minor error. We 
correct these errors below in the last section. 

Throughout the paper the letters p, q, r will always denote primes. 

§2. The average and normal order of F( n) 

Most of the results in this section are conditional on certain suitably 
strong versions of the Elliott-Halberstam conjecture. Before we state our 
results we define a few terms. 

Definition. We say a positive, continuous function f(X) defined on (1,00) 
is acceptable if 

(i) f(X) log x is eventually increasing and -+ 00 as x -+ 00; 

(ii) for some 8 > 0, f(X)(1og log x)l+6 is eventually decreasing. 

Some examples of acceptable functions are 

f(X) = (loglog3x)-2, 

f(X) = (logX)-1/2, 

f(X) = exp ((loglog3x)1/2)/logx. 



ITERATES OF ARITHMETIC FUNCTIONS 171 

Consider the two statements: 

L \7r{X;p, 1) - ;~i \ < f{X)7r{X), 
p:5;x 1-.( .. ) 

" \ 7r{x) \ ~ 7r{x; m, 1) - <p{m) < f{X)7r{X). 
m<x1-.( .. ) 

O(m):5;2 

Here the function O( m) counts the total number of prime factors of m with 
multiplicity, so that the statement Bf implies the statement Af. 

We now state the principal results of this section. Please note that if f{ x) 
is an acceptable function, then f{X) log log X = 0(1) . 

Theorem 2.1. If Af holds for some acceptable function f{X) , then there 
is some positive constant 0 such that 

1 
- L:F{n) = ologx + O{f{X) log X log log x). (2.1) 
x . 

n:5;x 

Theorem 2.2. If Bf holds for some acceptable function f{X) and if 0 is 
the constant of Theorem 2.1, then 

~ L (F{n) - 0 log n)2 < f{X) log2 x log log x. 
n:5x 

In particular, F{n) has normal order 0 log n. 

Corollary 2.3. If f{X) is an acceptable function of the form (log X)-1+ 0 (1) 

and if Bf holds, then for each 6 > 0 , the set of n with 

IF{n) -olognl < (logn)1/2+6 

has asymptotic density 1. 

The implied constants in Theorems 2.1, 2.2 depend, respectively, on the 
implied constants in Afl B f and on which specific function f{X) is used. 
Thus if one had Af with an explicit constant for some explicit f{ x) , say 
f{X) = {loglog3x)-2 ,then the constant 0 would be effectively computable. 

We begin the proof of Theorem 2.1 with an unconditional result. 



172 P. ERDOS, A. GRANVILLE, C. POMERANCE, AND C. SPIRO 

Lemma 2.4. For any function c(x) with x1/ 2 :5 x1-f(z) :5 (1 - c5)x for x 
large and c5 > 0 some constant, we have 

7rtx)LF(P)-LF(P)~C(X)logx+IO:X L 17r(X;P,I)- 7r~il· 
p~z p~z p p~zl-'("') P 

Proof: From the definition of F we have 

Thus 

where 

LF(p)=I+ L F(p)=I+ L F(p-l) 

= 1 + L L F(q) = 1 + L F(q)1r(xjqo, 1). 
3~p~z qUlp_l qU~z 

Ll = 1+ L F(p)7r(x;pO,I), 
pU~z 

o~2 

L 2 = L F(P)(7r(X;P,I)-7r~»), 
p~ZI-'(.r) 

L3 = L F(p) (1I'(X;P,1)- 7r~»). 
Zl-'("')<P~z 

We have (using F(p) ~ logp) 

Ll ~ 1 + L (logp) (7r(X;PO,I) - ;(~:») 
pU ~Zl/3 
o~2 

+ L (lOgp);(~:) + L (log p)7r(Xj pO, 1) 
pU~zl/3 zl/3<pU~z 
o~2 o~2 

X x L xlogp x 
~--+-+ --~-, log2 X log x po log X 

pO >Zl/3 
o~2 

(2.4) 

where we used the Bombieri-Vinogradov theorem for the first sum over 
po :5 x1/ 3 . In addition, we have 

L2 ~ log x I: !7r(X jP, 1) - :~~! + 10: x . (2.5) 
p~Zl-'("') 
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For :L3' we have 

L3 <t:: log z L 'II"(z;p, 1) + 'II"(z) 
~l-'(")<P~~ 

<t:: log z L 'II"(z;p, 1) + 'II"(z)((z)logz. (2.6) 
~l-.(.,)<p~~ 

We estimate the sum on the right of (2.6) using Brun's method as follows: 

L 'II"(z;p, 1) = L 1 
~l-'(")<P~~ q~~ 

q::l (mod p) 

5L L 
m<~'(") p~~/m 

1 <t:: L _m _ _ --:z,..:-/_m_ 
m<~'(") <p(m) log2(z/m) 

pm+l is prime 

z L 1 ((z)z <t:: -- -- <t:: --
log2 Z ) <p( m) log X • 

m<~'(" 

(2.7) 

Putting this estimate in (2.6) and assembling (2.3)-(2.6), we obtain the 
lemma. 

Corollary 2.5. If ((z) is some function that satisfies the hypothesis of 
Lemma 2.4 and if Af holds, then 

'll"tz) LF(p) - L F(p) <t:: ((x)logz. 
p~~ p~~ p 

Proof of Theorem 2.1: We unconditionally have 

;. I: F(n) = I: F(p) + 0(1). 
n~~ p~~ p 

(2.8) 

Indeed, using F(p) <t:: logp , we have 

~ L: F(n) = ~ L: I: F(p) = ~ L: F(p) [ xa ] 

n~~ n~~p4In p.~~ p 

= L F(~) + 0(1) = L F(p) + 0(1). 
p4~~ P p~~ P 

Corollary 2.5 gives a (conditional) connection between Ep~~ F(p)/p and 
Ep~~ F(p). There is another (unconditional) connection which comes from 
partial summation. Let 

1 
R(x) := - L: F(p). 

x 
p~~ 
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Then 

L: F(p) = R(z) + 1:t! ~R(t) dt. 
p~:t! P 2 

(2.9) 

Assume now that f( z) is an acceptable function and that Af holds. Then 
from Corollary 2.5 and (2.9) we have 

1:t!1 
R(z) logz = R(z) + -R(t) dt + O(f(Z) logz), 

2 t 

so that 
1 1:t! 1 R(z) = -I - -R(t) dt + O(f(Z)), 

ogz 2 t 
(2.10) 

using R( z) <t:: 1. 
Let 

1 1:t! 1 V(x) := -I - -R(t) dt. 
ogx 2 t 

Since R(z) is continuous but for a discrete set of jump discontinuities it 
follows that V(z) is continuous, differentiable where R{z) is continuous 
and satisfies 

V{x) = 1x 
V'{t) dt. (2.11) 

But at points where R(z) is continuous, we have 

V'{x) = R(x) _ 1 r !R{t)dt 
x log z Z log2 Z 12 t 

1 f(Z) 
- -- (R{x) - V{z)) <t:: -- (2.12) 
- x log x z log z ' 

by (2.10). 
Note that by the definition of acceptable function, we have 

r f(t) dt < 00. 

12 t logt 

Thus by (2.11) and (2.12), we have that 

0':= rIO V'(t) dt = lim V(x) J2 x_oo 

exists and is positive. 
We define now 

((x):= 100 ~ dt 
x tlogt 

(2.13) 
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and note that from the definition of acceptable function we have 

ex = t< t=ex () 100 e(x) log x d 100 e(t)logt d -() 
z: t log2 t - z: t log2 t 

= 100 e(t)(loglogt)l+6 dt < 100 e(x)(loglogx)1+6 dt 
z: tlog t(log log t)1+6 - z: t log t(log log t)1+6 

1 
= be(x) log log x (2.14) 

for some 0> 0 and all sufficiently large x. From (2.10)-(2.14), we have 

R(x) = a + O(l(x)). 

Putting this estimate and (2.14) into (2.9) gives 

L F(p) = a log x+O(l(x) log x) = a log x+O(e(x) log x log log x). (2.15) 
p~z: p 

Thus (2.1) follows from (2.8) and (2.15). 

We now turn our attention to the proof of Theorem 2.2. We shall prove 
this result by Thran's method (see Elliott [3], vol. II, p.112). In particular, 
let 

1 
E(x) := -; L F(n). 

n~z: 

Thus (2.2) follows directly from (2.1) and the assertion 

.!. L (F(n) - E(x))2 ~ e(x)log2 xloglogx. (2.16) 
x 

n:Sx 

But 

Thus (2.16) follows from (2.1) and the assertion 

1 -; L F(n)2 = a 2log2 x + O(e(x)log2 xloglogx). (2.17) 
n:Sz: 
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We have thus reduced Theorem 2.2 to proving (2.17) (under the hypothesis 
of Theorem 2.2) . 

We now turn to the sum in (2.17) . We have 

where 

and 

1 

= L F(p)2 [:.] + 2 L F(p)F(q) [.:..] + Ll + L 2 , (2.18) 
p~z p pq~z pq 

p<q 

L2 = 2 L F(p)F(q) [p:qb] 
p.qb~z 

p<q 
a+b~3 

~ x L F~) L F~q) ~ x L F~) ~ x log x. 
p·~z p l q p·~z P 

b~2 

Further note that removing the brackets on the right of (2.18) introduces 
an error of at most O( x log x) . Thus 

We thus will have (2.17) and Theorem 2.2 from (2.14), (2.19) and the 
following result. 
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Proposition 2.6. Under the hypothesis of Theorem 2.2 we have 

F(p)2 1 L -- = 20:210g2 ;r: + O( f(;r: ) log2 ;r: log log ;r:), (2.20) 
p~x p 

2 L F(p)F(q) = ~0:210g2;r: + O(l(;r:) log2;r:) (2.21) 
pq~x pq 2 
p<q 

where l(;r:) is defined in (2.13). 

Proof: We begin with the proof of (2.21) which is easier and actually used 
in the proof of (2.20). First note that from f(;r:) ~ l(;r:) for large ;r: (see 
(2.14)), we have 

d l(;r:) - f(;r:) 
- (l(;r: ) log ;r:) = ~ 0 d;r: ;r: 

for large;r: , so that l(;r:) log;r: is eventually increasing. Thus from (2.15) we 
have 

L F(p)F(q) = L F(q) L F(p) 
pq q p 

pq~x p~Vx p<q~x/p 
p<q 

= ,E. F~) (OIOg~ - ologp+O (, (~) log m) 
+ 0 (l(p) logp») 

= 0: log;r: L F(p) - 20: L F(p) logp 
p p 

p~Vx p~Vx 

+ 0 (l(;r:)IOg;r: L F~») 
p~Vx 

l Vx 1 F() = 20: t L ---.E.. dt + 0 (l(;r: ) log2 ;r:) . 
2 p~t P 

(2.22) 

By (2.15), the integral is 

20 J,'1ii 0 I;gt dt + 0 (1,';;; ,(t) ;og t dt) 

( [Vx dt) = 0:210g2 JX+O l(;r:)log;r: 12 T 

1 = 40:210g2;r:+ 0 (l(;r:)log2;r:) , 
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so (2.22) gives (2.21). 
We now turn to the proof of (2.20). By partial summation, we have 

We now expand Eps~ F(p)2. We have 

LF(p)2 = 1 + L F(p-l)2 = 1 + L ( L F(q))2 
p$~ 3SpS~ 3Sp$~ q-I p-1 

=1+ L F(p)F(q)7I"(z;[pG,qb],I) 

= 1 + L F(p)271"(z;p, 1) + 2 L F(p)F(q)7I"(z;pq, 1) 

+ L F(p)F(q)7I"(z; [pG,qb] ,1). (2.24) 
p-,q'S~ 
G+b~3 

We have 

using hypothesis A( and (2.7). Next, we have using hypothesis B(, 

L F(p)F(q)7I"(z;pq, 1) 
pqS~ 
p<q 
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= 7r(X) L F(p)F(q) + 0 (IOg2 X L 17r(x; ,pq, 1) _ 7r(x) I) 
pq~x cp(pq) pq~xl-«"') cp(pq) 
p<q 

+ 0 (lOg X L (logp)1I"(X;pq, 1)) 
xl-«"')<pq~x 

p<q 

+0 (.(z) .. _.(~ .. ~.IOg~Ogq) 

x '" F(p)F(q) 0 ( x '" logPIogq) O( ( ) I ) = -I - L..J + -I - L..J 2 + f. X X og X 
ogx pq~x pq ogx pq~x p q 

p<q p<q 

+0 (lOg X mE(..,)p~IOgp q~. 1) 
qpm+l prime 

+ 0 (_X_ '" logp '" IOgq) 
logx L..J p L..J q 

p~,fi .,1-«..,) <q< f. 
p -p 

= _X_ L F(p)F(q) + o (f.(X)X log X) +0 (_X_ L L IOgp) 
log X pq~x pq log X m<x«"') p< r.L PI;? ( m) 

p<q -Vm 

= _X_ '" F(p)F(q) + 0 (f.(x)x log x). (2.26) 
logx L..J< pq 

pq x 
p<q 

For the last term in (2.24) we have the estimate 

~ L logp L L logq 
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using the Brun-Titchmarsh inequality. Putting this estimate, (2.25) and 
(2.26) into (2.24) we get 

logx L:F(p)2 = L: F(p)2 +2 L: F(p)F(q) +0 (((x)10g2 x). (2.27) 
X pS:I: pS:I: P pqS:I: pq 

p<q 

Now using this estimate with (2.14), (2.21) and (2.23), we get 

10: x L: F(p)2 = ~a2log2 x + 1:1: t~ L:F(p? dt + 0(l(x)10g2 x), 
pS:I: 2 PSt 

so that if 

then we have 

1 1 1:1: 1 R2(x) = -2a2logx + -1 - -R2(t) dt + O(l(x) log x). (2.28) 
ogx 2 t 

Let 
1 1:1: 1 V2(X):= -1 - -R2(t)dt. 

ogx 2 t 
As in the proof of Theorem 2.1, we have 

V2(x) = 1:1: V;(t) dt 

and 

V;(x) = -1_1_(R2(X) - V2(X)) = a2
2 + 0 (l(X)) . 

x ogx x x 

Thus from (2.29), we have 

V2(x) = ~a2logx + 0 (1 + 1:1: l~) dt) . 

But for large x 

r l(t) dt=l(x)logx- r c(t)logtdt 
12 t 12 

1 :1: ((t) logt 
= l( x ) log x + 1 dt 

2 t ogt 

1 :1: dt 
< l(x) log x + ((x) log x -1-
- 2 t ogt 
= f(x) log x + (x) log x(log log x -loglog2) 

<: ((x) log x log log x 

(2.29) 
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by (2.14), so that 

Thus from (2.28), we get 

Finally, using this and (2.21) in (2.27) gives (2.20). 
REMARKS: With a little more care, the right side of (2.2) can be re­

placed with 

f(x)log2 x+logx r f(t)dt. 
J2 t 

For some choices of acceptable functions f( x), this expression is 
O(f(x)log2 x), which is smaller than the right side of (2.2) by a log log x 
factor. For example, we would have this for f( x) = (log x) - 6 for some fixed 
6,0 < 6 < 1 . 

For each prime q , define a completely additive function Fq(n) by induc­
tively defining its values on the primes as follows: 

{ 
0, 

Fq(p) = 1, 

Fq(p - 1), 

if p < q 

if p = q 

if p > q. 

Thus F2(n) = F(n). The functions Fq(n) have the following connection 
with the iterated phi-function: 

where we interpret <po(n) = n. We have already seen this for q = 2 in the 
Introduction. 

Theorems 2.1 and 2.2 hold for the functions Fq for each q with corre­
sponding constants Q q (with Q2 = Q ) , except that we are not sure that 
Q q > 0 for q > 2 . This, in fact, can be proved assuming hypothesis Af 
holds for f( x) = (log X )c-I for some c with ° < C < CIO where ClO is the 
constant of Theorem 4.5 below. Indeed, if <pj (n) is divisible by every prime 
up to (log n )ClO and if n is large, then <PHI (n) is divisible by qk where 

k > -..:..(l-:og;:...n-"):-c1_O _ 

qclO log log n 
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Thus Theorem 4.5 implies Fq( n) ~ (log n )ClO / log log n on a set of asymp­
totic density 1. However, this is incompatible with (2.1) if O'q = 0, t(x) = 
(logx)c-l . 

Let vp(n) denote the exponent on p in the prime factorization of n. Note 
that for any natural number m we have 

Let k = k(n) . Then 

j; 

if vp(m) > 0 

if vp(m) = O. 

0= vp(<pj;(n)) = vp(n) + L (vp(<pi(n)) - Vp(<Pi-l (n))) 
i=l 

= vp (n) - L 1 + L L vp( q - 1) 
i>O i~O q I..,.(n) 

tJ p ( ..,;(n ))>0 

= vp(n) - Fp(n) + L vp(q - 1)Fq(n); 
q 

that is, for every prime p and every natural number n , we have 

Fp(n) = vp(n) + L vp(q - 1)Fq(n), 
q 

where the sum is over all primes q . 

(2.30) 

We can generate another pretty identity involving the functions Fp via 
the elementary relation 

We have 

logm -log<p(m) = L log p ~ l' 
plm 

logn = L(log<Pi(n) -log<Pi+l(n)) = L L log ~ 1 
i~O i~Opl..,.(n) p 

= L Fp(n) log p ~ l' (2.31) 
p 

Using (2.30) with p = 2 to eliminate F2(n) in (2.31), we have 

7 
log n = v2(n) log 2 + F3(n) log 3 + F5(n) log 5 + F7(n) log 3' + ... (2.32) 
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where the general term on the right is Fp(n) log (p!lh for p ~ 3 and where 
(p-1 h is the largest odd divisor of p-I. We can now use (2.30) to eliminate 
F3(n) in (2.32) and continuing, if we eliminate all Fp(n) for p:$ q , we obtain 
the identity (valid for all nand q): 

logn = L vp(n) logp+ L Fp(n) log ( ! 1) , (2.33) 
p~q p>q p q 

where (p-I)q denotes the largest divisor of p-I not divisible by any prime 
up to and including q. 

Since for every p > 2 we have (p-I)q = 1 for some q < p , a corollary of 
(2.33) is the theorem 

Fp(n) :$logn/logp (2.34) 

for all n and all p > 2 . From (2.31), this inequality holds for p = 2 as 
well. Note that if n = pI: , then Fp(n) = k = logn/logp, so (2.34) is best 
possible. 

Suppose now that Al holds for some acceptable function c(z) . Then 
each of the numbers O:p exists and an immediate corollary of (2.34) is that 

O:p :S 1/logp (2.35) 

for each p. In particular, limp_oo O:p = o. Further, (2.30) implies that 

O:p ~ L vp(q - 1)O:q 
q~po 

for any prime po. Letting Po - 00, we obtain 

(2.36) 

for every p. The case p = 2 shows that L O:p converges. Similarly, using 
(2.31) and (2.33) we get 

(2.37) 

for every q . Thus if infinitely many p have O:p > 0 , we have strict inequality 
in (2.35) for every p . 

Assume now that 0 < C < ClO and that At holds for c( z) = (log Z )c-l. 
We've seen that this then implies each O:p > 0 . Thus (2.36) and Dirichlet's 



184 P. ERDOS, A. GRANVILLE, C. POMERANCE, AND C. SPIRO 

theorem on primes in an arithmetic progression imply we have Ctp > Ctq for 
all primes p, q with q == 1 (mod p). We conjecture that we have Ctp > Ct q 

whenever q > p. 
We can prove that we have equality in the first statement in (2.37) as 

follows. By (2.34), we have 

loI n I: Fp(n) log ~ 1 ~ I: log(pto(p - 1)) --+ 0 as Po --+ 00. (2.38) 
g P>Po p P>Po gp 

But for any Po , we have by (2.31) 

1",1", p 1",1", p 
1 = [x] L..J 10 n L..J Fp(n) log ---=1 + [x] L..J 10 n L..J Fp(n) 10g---=1 

n~z g P~Po p n~z g P>Po p 

'" p 1",1", p = L..J Ctp log ---=1 + 0(1) + [x] L..J 10 n L..J Fp(n) 10g---=1 
P~Po p n~z g P>Po p 

as x --+ 00. But from (2.38) we can make the last expression as small as we 
please uniformly for every x by taking Po large enough. Thus 

1 = '" Ctp log -p-. 
L..J p-l 

p 

We conjecture we also have equality in (2.36) and in the second statement 
of (2.37). 

§3. Results on the sum of the reciprocals of primes 

From a theorem of Landau (for example, see Davenport [2], p. 94) there 
is a positive constant Co with the following property. Let [(co) denote the 
set of natural numbers n for which there is a real primitive character X mod 
n for which L(s,X) has a real root f3 ~ 1- co/logn. Then 1 ¢ [(co) and 
for any x there is at most one member n of [(co) between x and x 2 • 

Lemma 3.1. There are positive absolute constants Cl ~ 1, C2 > 1 such 
that if n > 1 is a natural number with n not divisible by any member of 
[(co) , then 

I:' 
p~z 

p=l (mod n) 

1 Cl 
- ~ -( ) (log log x -loglogn) 
p ipn 

for all x ~ n C2 , where L:' signifies that the sum is over primes not in [(co). 

Proof: This result follows from the proof of Linnik's theorem given in 
Section 6 of Bombieri [1]. In particular, from this proof, if C2 is sufficiently 
large, then 

E' 
p~t 

p=l (mod n) 

t 
logp> 2rp(n) 
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for any t ~ nC2/2. Then if :c ~ nC2 , 

I:' 1 1:& 1 -> --
P - n t 2 10gt 

p~:& 
pE:l (mod n) 

logpdt 
p9 

p=1 (mod n) 

>-- --1 1:& dt 
- 2<p( n) nC2/2 t log t 

1 
= 2<p(n) (Ioglog:c _loglog(nC2 /2)) 

C1 
~ <p( n ) (log log:c - log log n) 

for C1 ~ (log 2)/(2 log C2). 

Lemma 3.2. Suppose S is a set of primes. For any :c , let 

81 = I: I:' 
pES q~:& 

1 , 
q 

q=1 (mod p) 

If q ~ :c is prime, let aq denote the number of prime factors of q - 1 that 
are in S. If 81 > 0 , then 

Proof: This is just the Cauchy-Schwarz inequality. In fact, 

81 = E' aq = E' ~ . ~ < lE'!) 1/2 (E' a~) 1/2 

q~:& q q~:&..;q..;q - q~:& q q~:& q 
,>0 

= lE'!) II' (2S, + S,)'/', 
q~:& q 
,>0 

since a~ = 2e2') + ag• 

Lemma 3.3. Suppose y ~ 3 and S is a set of primes such that if pES 
then p ~ y and p rt C(co). There is an absolute positive constant C3 such 
that if :c ~ yC2 , then 

E'I> . { c~ (Ioglog:c-Ioglogy)2 c1 (1 I I I )E I} - mm - og og:c - og og y -
< q - 16c3 loglog:c ' 4 p 

g_z pES 
G,>O 
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where aq is defined in Lemma. 3.2. 

Proof: The lemma is clearly true if 2 E S or if S = 0 , so assume 2 ¢ S 
and S ;:f 0. Using the notation of Lemma 3.2, we have 

from Lemma 3.1. Also, using partial summation and the Brun-Titchmarsh 
inequality we have for some absolute constant C3 ~ 1, 

L 
q~:c 

q:l (mod n) 

1 C3 
- ~ -( ) log log x 
q tp n 

for any natural number n and any x ~ 3. Thus 

since 2 rt. S. Thus from Lemma 3.2, we have 

and our conclusion follows. 
If k, n are natural numbers, let 

SHx,n) = 

where again the dash means that p ~ £(co). 

(3.1) 

Theorem 3.4. There are absolute constants 0 < C4, C5, C6 ~ 1 such that 
for any A and x 2: xo(A) we have 

I' 1 C5 log log x { ( )k} Sk(x, n) 2: mm c4log log x, tp(n) k 



ITERATES OF ARITHMETIC FUNCTIONS 187 

[or all n ~ (log x)A and k ~ c6log log x. 

Proof: Fix an arbitrary number A and assume n ~ (log x)A . If y ~ 
exp ((log x )1/3), then by partial summation and the Siegel-Walfisz theorem, 
provided x ~ xo(A), we have 

1 
1 dt ~ -( -) log log x. 

7<p n 

By letting y = x in (3.2) we have the theorem for k = 1 . 

(3.2) 

Suppose now k = 2. Let S be the set of primes p ~ exp((logx)1/3) for 
which p == 1 (mod n) and p ¢ £(co). Then in the notation of Lemma 3.2, 
we have 

From Lemma 3.3 and (3.2) with y = exp((logx)1/3) we have 

S~(x,n) ~ min{3~~310gI0gx, 42:1(n)(IOglogx)2}, 

which gives the theorem for k = 2 . 
N ow let k = 3 . Let 

S: = S: (exP((log x )i/3), n) for i = 1, 2, 3. 

Then from Lemma 3.3 we have 

S~ ~ min { 9~~3 log log x, ~~ (log log x )S~ } , 

S~ ~ min { 1 :L3 log log x, ~~ (log log x )S~ } 

. c1 c1 2 c1 2 I { 
2 3 2 } 

~ mm 144c3loglogx, 1152c3 (log log x) '144(loglogx) Sl . 

Since S~ ~ 7,An) log log x by (3.2), we have our theorem for k = 3. 
Suppose now k ~ 4 . Let 



188 P. ERDOS, A. GRANVILLE, C. POMERANCE, AND C. SPIRO 

If C6 is sufficiently small, then k ~ C6 log log x implies that Yi ~ yi: 1 for 
j = 1, ... , k - 3. Note that 

1 
10giogYi -loglogYi_l = 3(k _ 3) log log x. 

Thus from Lemma 3.3 we have for j = 1, '" , k - 3 

(3.3) 

The min is the first term if and only if 

(3.4) 

We shall choose C6 so small that we also have C6 ~ cl/12. Then k - 3 ~ 
(cl/12) log log x, so that 

c~ log log X Cl 
--:;.---:"'---"~ > . 
96c3{k - 3)2 - 8C3(k - 3) 

(3.5) 

Thus if 0 < j < k - 3 and the min in (3.3) is the first term, then (3.5) 
implies that 

Sj+l(Yj,n) ~ 8C3(~1_ 3) 

and so (3.4) implies the same is true when j is replaced with j + 1 ; i.e., 
the min in (3.3) is again the first term. Thus by iterating (3.3), we have 

I • { c~ log log X 
SI:_2(YI:-3, n) ~ mm 96c3(k _ 3)2' 

clog ogx I ( I I ) 1:-3 } 
12(k _ 3) Sl(YO, n) . (3.6) 

Note that from (3.2) we have 

S~{Yo,n) ~ ~( ) loglogx. 
7tp n 

(3.7) 

Note also that YI:-3 = exp((logx)2/3). Thus from Lemma 3.3, we have 

S~_l := S~_l (exp{(logx)5/6), n) ~ 
min { 4:Jc3 log log x, ~~ (log log x)S~_2{YI:-3, n) } , 
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SHx, n) ~ min {5;L3 log log x, ~~ (loglogX)S~_l}. 
Thus from (3.6) and (3.7) 

, . { c? cWog log x )2 (C110g log x) 1:-2 log log x} 
S1:-1 ~ mill 480C3 log log x, 2304c3(k _ 3)2' 12(k - 3) 14<p(n) ' 

so that 

{ 
c2 d 

S~(x,n) ~ min 57~c310glogx, 115~Oc3 (loglogx)2, 

( C110g log x) 1:-1 log log x} 
12(k - 3) 28<p(n) 

Thus our theorem holds with 

if x ~ xo. 

Theorem 3.5. If C3 is the constant in (3.1), we have 

ci(log log x? 
55296c3(k - 3)2' 

for every odd prime p, for every k ~ 0 and for all x with log log x ~ 2/C3. 
(We define <po(n) = n.) 

Proof: The theorem holds for k = 0 since <po(n) = n. Suppose k ~ 0 
and the theorem holds for k. If pi <P1:+ 1 (n) then either p21 <P1:( n) or there 
is some prime q I <p1:(n) with q == 1 (mod p). Thus 

Ll 
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by the induction hypothesis, the fact that p2! lPk(n) implies p!lPk(n) and 
the observation that if n :5 x and q! lPk(n), then q :5 x. Using (3.1) to 
estimate the remaining sum we have 

:5 ~(2C3Iog log x)k (1 + ~c3log log x) 

:5 =(2c3Iog log x )Hl. 
P 

REMARK: If we let Sk(X,p) denote the sum of l/q for primes q :5 x with 
p! lPk(q), then by essentially the same proof we have 

for the same set of p, k, x as in Theorem 3.5. Although this result will not 
be of use to us it is interesting to compare it with Theorem 3.4 in the case 
n=p. 

§4. More on the iterated phi-function 

Using the constants C3, C5 of the preceding section, let 

Let 

Thus if n:5 x, Ik(n,x) measures in some sense how far lPk(n)/lPH1(n) is 
from 

II (1 - l/p)-l. 
p:5 (log log x)k 

Theorem 4.1. There is an absolute constant C7 such that 

1 - L: Ik( n, x) :5 c7(log k )/(log log log x - log k) 
x 

n:5x 
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for all x 2:: Xo, 1:::; k < loglogx. 

Proof: We have It.l:(x) :::; (loglogx).l: :::; f3.l:(x) for all k 2:: 1, x 2:: 3. Thus 

L: /.l:(n, x) = L: ~ L: 1 + L: ~ L: 1 
n~z p~(\og\ogZ)k p n~z p>(Iog\ogz)k p n~x 

pl'l'k(n) pl'l'k(n) 

< L: ! L: 1+ L: !L:l+ L: ! L: 1 
- P:5Qk(X) P n~x Qk(Z)<P:5.Bk(Z) p n~z P>fJk(Z) p n<z 

pl'l'k(n) pl'l'-;;(n) 

= 81 + 82 + 83 , say. (4.1) 

If pI ~.l:(n) , then n is not divisible by any prime q with pl~.l:(q) . Thus 
by Brun's method (see Halberstam-Richert [11] ) we have 

1 ( 1) L: 1 <t:: x IT (1- -) <t:: xexp - L: -
n<z q<x q q<z q 

pI'l'-;;(n) pi ik(q) pi ik(q) 

:::; x exp ( - 8H x, p)) 

uniformly for all x, p, k, where 8k(x,p) is defined in section 3. Let 

Thus by Theorem 3.4, there is an absolute constant Cs such that 

for all x 2:: Xo, p:::; (logx)2, k:::; C6 log log x. 

if p > ltk ( x) + 1 

if p :::; ltk ( x ) + 1 
(4.2) 

The theorem holds trivially if k ~ log log x, so assume k j log log x :::; 
mingc5,c6}' Since for any k, It.l:(x):::; (logx)cs/e, (4.2) implies 

1 1 
:::; csx(log x)-C4 L: -+ CsX L: _e- Qk (z)/(p-1) 

p:5Q~(x)+1 p Q~(X)<p:5Qk(X) P 

<t:: x j log It.l: (x) <t:: x j(log log log x - log k). (4.3) 



192 P. ERDOS, A. GRANVILLE, C. POMERANCE, AND C. SPIRO 

Since we are assuming k ~ !c510g log x , we have 

1 
82 ~ x L - = X (log log PA:(x) -loglogaA:(x) + O(1/logaA:(x))) 

G'k(x)<p9k(X) p 

< x(logk)/(logloglogx -logk) (4.4) 

uniformly in k. 
For 83 we use Theorem 3.5 to estimate the inner sum. We have 

Assembling this estimate, (4.1), (4.3) and (4.4) we have the theorem. 

Theorem 4.2. Let t(x) > 0 tend to 0 arbitrarily slowly as x --+ 00. If 
k ~ (loglogx)f(x) , then the normal order of <pA:(n)/<PHl(n) for n ~ x is 
ke"Y log log log x . 

Proof: Let 6 > 0 be arbitrary. Let x be large and let k ~ (log log X )f(X). 
From Theorem 4.1, the average value of fA:(n, x) for n ~ x is O(t(x)). Thus 
if x ~ xo(6) ,fA:(n,x) < 6 for at least (1- 6)x values of n ~ x . But 

so that 

( <pA:(n) II ( 1)) log <PAl l(n) 1- p < fA:(n, x). 
+ p~(loglogX)k 

Thus, for at least (1 - 6)x values of n ~ x 

<pA:(n) 
( ) = (1 + O(6))ke"Y log log log x. 

<pA:+! n 
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Theorem 4.3. Let (z) > 0 tend to 0 arbitrarily slowly as z -+ 00. Then 
if k ~ ( z) log log log z / log log log log z , the normal order of !.p( n) /!.pH 1 (n) 
for n ~ z is k !el:'Y (log log log z)1: . 

Proof: From the proof of Theorem 4.2, the number of n :5 z for which 

IIog ( !.pj(~» (je'YlogIOglogz)-1)I :5 I :Ogt 
!.pj+! n og og og z 

fails is 0 Cog~~;~tg ~) uniformly for any j ~ k. Summing for j = 1, ... , k 
we have that 

but for at most O«((z)z) integers n :5 z. Since (z) -+ 0, we have our 
theorem. 

Theorem 4.4. There is an absolute constant C9 > 0 such that if 1 :5 k :5 
C9 log log z , then the number of n ~ z for which 

!.pl:(~» > k(logloglogz -logk) 
!.pH1 n 

fails is O(zk- 1 (log log log z -logkt1). In particular 

max !.pl:(n) > loglogn 
I: !.pl:+!(n) 

for a set of n of asymptotic density 1. 

Proof: As in (4.3), if C9 > 0 is small enough, then 

1 1 L L -= L - L 1 <z/logO'I:(z) 
n~~ p~a.(~) p p~a.(~) p n~~ 

pi cp.(n) pI cp.(n) 

< d-1(logloglogz -logk)-1 

(4.5) 

uniformly for all k :5 c9log log z. Thus but for at most O( d -1 (log log log z 
-log k )-1) exceptional values of n :5 z, we have 
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For those values of n we have 

3 
~ 4e"Y logak(x)-l 

> k(log log log x - log k) 

provided x is sufficiently large and C9 :::; ~C5' This proves the theorem. 

Theorem 4.5. There is a positive absolute constant CIO such that the set 
of natural numbers n, for which there is some k with Y'k(n) divisible by 
every prime up to (log n )ClO, has asymptotic density 1 . 

Proof: There is a positive absolute constant Cll such that if k = [C11 
log log x] , then ak(x) > (logx)CI1. Then by (4.2) we have 

L 1:::; C8X(lOg x) -C4 
n<r 

pI ",-;'(n) 

for all x ~ Xo, primes p :::; (logx)CI1/2, k = (cllioglogx]. Let CIO 
min {c4/2, cll/2}. Then 

L L 1 < c8x(logX)-C4/2. 
p~(logr)CIO n~r 

pI "'k(n) 

Thus but for at most c8x(logx)-C4/2 exceptional integers n :::; x we have 
plY'k(n) for every prime p:::; (logx)Clo if k = [c11loglogx] and x ~ Xo. 
This proves the theorem. 

In contrast to Theorem 4.5 we give the following result. The proof is 
not an application of the theorems in section 3, but rather follows from the 
easy identity (2.30). Let v(m) denote the number of distinct prime factors 
ofm. 

Theorem 4.6. Let ~(n) = n n~=1 Y'k(n). Then for all n, v(~(n)) :::; 
r(log n) / log 21- In particular, for all n there is some prime p «: 
log n log log n with p J ~(n). 
Proof: For any n> 1 we have, using (2.30) with p = 2 and (1.1), 

n odd v(~(n))=l+ L 1:::; l+LFq(n):::; { 1+( F) (n), 
q>2 q>2 F n , n even 

q 14>(n) 

= k(n):::; r(logn)/log21. 
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§5. Aliquot sequences 

Let s(n) = O'(n) - n , where 0' is the sum of the divisors function. Let 
sl(n) = s(n) , s2(n) = s(sl(n» , etc. What is now known as the Catalan­
Dickson conjecture is that for any n , the "aliquot sequence" n, sl(n), 
s2(n), ... eventually terminates at 0 or is eventually periodic. The least 
n for which this conjecture is in doubt is 276. Guy and Selfridge [10] 
instead conjecture that for infinitely many n the aliquot sequence beginning 
with n tends to 00. The function s( n) has been studied since antiquity 
when numbers were classified as perfect, abundant or deficient depending 
on whether s(n) = n , s(n) > n or s(n) < n , respectively. 

As discussed in the Introduction, the first author proved in [8] that for 
each £ > 0 and k , the set of n for which 

sj+l(n) > s(n) _ £ for j = 1, ... , k 
sj(n) n 

(5.1) 

has asymptotic density 1 . Further, he claimed that similar methods would 
show that 

Sj+l(n) < s(n) + £ for j = 1, ... , k 
sj(n) n 

for a set of n of asymptotic density 1. This claim of a proof is now re­
tracted but we still remain convinced of the truth of this statement; it is 
our Conjecture 3 in section 1. We now give a proof of the case k = 1 . 

Theorem 5.1. For each £ > 0 , the set of n with 

S2(n) s(n) --<-+£ 
s(n) n 

(5.2) 

has asymptotic density 1 . 

Proof: Let 1 > 0 > 0 be arbitrary. We shall show that for all large x, 
the number of n :5 x for which (5.2) fails is at most cox for some absolute 
constant c. 

Let P( n) denote the largest prime factor of n. If '7 > 0 is sufficiently 
small, then the number of n :5 x for which 

(5.3) 

fails is at most ox for all large x . This result follows from either sieve 
methods or work of Dickman and others on the distribution of integers n 
with no large prime factors. Fix such a number '7. 

Since En<,; O'(n)/n ~ x, there is a number B so large that the number 
of n :5 x for -which 

O'(n)/n:5 B (5.4) 
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fails is at most 6x for all large x. Fix such a number B. 
If a > 0, say that an integer n is a-primitive if s(n)/n ~ a and if din, 

d < n, then s(d)/d < a (also called a primitive (1 + a)-abundant number). 
Let a be a rational number with 0 < al < 1/2, al $ f/4B . Also let a2 

be a rational number with 0 < a2 < al'1/24. Since aI, a2 are rational, it 
follows from the proof in [6] for the case a = 1, that 

(1) E l/a < 00, 
(2) E l/a < 00, 

where for i = 1, 2, E(i) denotes a sum over ai-primitive numbers. Since 
a/cp(a) is bounded if a is ai-primitive, it follows that there is a number T 
so large that 

E(l\/a < 6, E(2\/cp(a) < 6'1. 
a~T a~T 

Also assume T is so large that 

1 
T> -+1, 

a2 

(5.5) 

(5.6) 

If n > 1 is an integer, factor n as nln2 and s(n) as NIN2 where every 
prime factor of n1N1 is less than T and every prime factor of n2N2 is at 
least T. It follows from the work in [8] that but for a set of n of asymptotic 
density 0 , we have 

(5.7) 

The idea of the proof is that but for a set of n of asymptotic density 0 , the 
number nl is not too large, say nl < (loglogn)1/2/TIp<TP. For these n , 
there is almost certainly a prime qlln with 

q == -1 (mod nl II pl· 
p<T 

Then but for a set of n of asymptotic density 0 , we have nl TIp<T p I u(n). 
For these n we have nlls(n) and (TIp<TP,s(n)/nl) = 1, i.e. (5.7) holds. 

The number of n $ x with n2 divisible by an aI-primitive number a is 
at most 

by (5.5). Thus but for at most 6x exceptional values of n $ x, we have 

(5.8) 



ITERATES OF ARITHMETIC FUNCTIONS 197 

Suppose now that (5.2) fails for n. By adding 1 to both sides, we get 

0'( s( n)) 0'( n) 
() ~ -+(, 

s n n 

so that from (5.7) and (5.4) 

0'(N2) > 0'(N2)/N2 = O'(s(n))/s(n) 
N2 - 0'(n2)/n2 O'(n)/n 

( ( 

~ 1+ O'(n)/n ~ 1+ B ~ 1+ 4a1. 

Factor N2 as N3N4 where every prime in N3 also divides nand (N4' n) = 1. 
If N3 = Il pf;, where Pi ~ T are distinct primes and each f3i ~ 1, then 

0'(N3) = IT Pi - pi/3; < IT ~ 
N3 Pi - 1 Pi - 1 

~ (IT PiP~ 1 . PiP~ 1) 0'~2) 
since each Pi I n2 . Then from (5.6) and (5.8) we have 

Thus 
0'(N4) 0'(N2)/N2 1 + 40:1 
~ = 0'(N3)/N3 > 1 + 20:1 > 1 + 0:1, 

so s(n) is divisible by an 0:1 -primitive number a1 not divisible by any prime 
below T and with (a1' n) = 1 . 

We now show that any O:l-primitive number a1 which is not divisible by 
any primes below T must have an 0:2-primitive divisor a2 with a2 ~ ai/2 . 
Indeed, let the distinct prime factors of a1 be Q1, ... , qt, where 

so it is sufficient to show 0'( ao) / ao ~ 1 + 0:2, for this will guarantee it having 
an 0:2-primitive divisor a2. 
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Note that 
[qt/2] ~ ,.,t/3, 

since if not, we have t < 6/,." which implies by (5.6) 

a contradiction. Thus from (5.6), 

We have seen above, but for O(c5z) integers n ~ z, if n ~ z does not 
satisfy (5.2), then s(n) is divisible by an al-primitive number al with 
(al, n) = 1 and al not divisible by any prime below T and further that 
(5.3) holds. Thus such an n must have s(n) divisible by an a2-primitive 
number a2 with (a2, n) = 1, with a2 not divisible by any prime below T 
and with 

a < aq / 2 < s(n)Q/2 < z2Q/3 2 _ 1 _ 

for z large. For such an n, we factor it as mp where p = P(n). From (5.3), 
m < zl-q, plm. Consider the a2-primitive number a2 just discovered 
dividing s(n). We have s(n) = p(u(m) - m) + u(m) , so that 

p(u(m) - m) == -u(m) (mod a2). (5.9) 

Since (a2,pm) = 1 we have (a2,u(m)) = 1 so that there is a certain residue 
class c( m, a2) mod a2 such that if p, m, a2 satisfy (5.9), then p == c( m, a2) 
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mod a2. Thus but for O(6x) integers, the number of n ~ x which do not 
satisfy (5.2) is at most 

where we used the Brun-Titchmarsh theorem for the first inequality and 
(5.5) for the last. 

Theorem 5.2. Conjecture 4 implies Conjecture 3. 

Proof: Let k be a natural number. Let T = T( n) tend to infinity very 
slowly, say T(n) is the 3k-fold iterated logarithm. For j = 1, ... , k, factor 
sj(n) = mjnj where every prime factor of mj is less than T and every 
prime factor of nj is at least T. We analogously factor n = mono. In the 
same way as (5.7) is established, the set of n for which 

(5.10) 

fails has asymptotic density 0 . Indeed, this is essentially established in [8]. 
By a simple averaging argument one can show that the set of n for which 

1 1 
~-<­
L.- p -1 T 
pin 
p~T 

fails has asymptotic density 0 . Indeed, the average value of the sum is 
,..., (TlogT)-l. But 

log O'(no) < log (II (1 + _1 )) < ~ _1 . 
no p - 1 L.- p - 1 

pin pin 
p~T p~T 

Thus, but for a set of n of asymptotic density 0 , we have 

O'(nj)/nj < e1/ T for j = 0, 1, ... , k, (5.11) 
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using Conjecture 4 in the form: if A has an asymptotic density 0, then 
8- 1(A) has asymptotic density O. 

By the same argument involved with (5.4), we have that the set of n for 
which 

O'(rno) I T --< og 
rno 

(5.12) 

fails has asymptotic density 0 . Then from (5.10) and (5.11), for j ~ k we 
have 

8j+1(n) 8(n) _ O'(rno) (O'(nj ) O'(no)) 
8j (n) - --;- -~ --;;;- - -;;;;-

< (logT)(e 1/ T - 1) ~ (logT)/T = 0(1), 

which gives Conjecture 3. 

REMARK. Note that (5.10), the case j = 0 of (5.11) (which does not 
require Conjecture 4) and (5.12) immediately give 

8( n) 81+1 (n) _ 0'( rno) (O'( no) 0'( nj )) 
--;- - 8j (n) -~ -;;;;- - --;;;-

< (logT)(e 1/T - 1) = 0(1). 

That is, (5.1) holds for all n, but for a set of asymptotic density 0, the 
principal result of [8]. 

Theorem 5.3. Let 8k (x) denote the number of odd numbers rn ~ x not 
in the range of the function 8k. There is a positive number 60 such that 

uniformly for all natural numbers k and x > 0 . 

Proof: Let E(x, y) denote the number of odd integers n ~ x with r(n) ~ y, 
where r( n) is the number of representations of n in the form 1 + p+ q where 
p < q are primes. Since 

s(pq) = 1 + p + q, 

it follows that for any y 2: 0 

81(x) ~ E(x,y). (5.13) 

We now prove that for any natural number k and any y > 0 , 

(5.14) 
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Let Sj denote the set of odd numbers not in the range of Sj. Suppose 
nESt+!. Consider the r( n) representations 

n = 1 + Pi + qi, i = 1, ... , r( n) 

where Pi < qi are primes. Then all of the numbers Piqi are in St, for if 
Piqi = st(m) for some m, then n = st+!(m) , contradicting nESt+!. Note 
that the integers Piqi are distinct and each Piqi < n2• Moreover if pj , qj are 
associated with n' and n =f. n', then Piqi =f. pj qj . Thus 

S/e+l(Z) = #{n ~ z:n E Sk+l,r(n) ~ y} + #{n ~ z: n E S1e+l,r(n) > y} 

~#{n~z: r(n)~y}+y-l.#{m~z2: mESre} 

= E(z, y) + y-l Sk(z2), 

which is (5.14). 
Next we show there is some 01 > 0 , B > 0 such that 

(5.15) 

for all z ~ 2, y ~ z1-61 • This result follows from the proof in Montgomery 
and Vaughan [13]. To see this, let Eo(z, y) denote the number of odd 
numbers n with z/2 < n ~ z and r(n) ~ y. Then from the proof in [13], 
we have 

Eo(z, zl-t6Iog-3 z) <: Zl-26 1og35 z 

uniformly for 0 ~ 00 for some 00 > O. Let z = z36/2 . Then for i such that 
2i < z - , 

Let j be such that 2j ~ z < 2i+1. Then 
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Thus letting y = zz- l log- 3 z, we have (5.15) for y ~ zl-36o/210g3 z. Let­
ting 61 = 560/4, we have (5.15) for y ~ zl-61. 

Suppose we know that for some specific Ie ~ 1, there is some constant 
C(k) ~ B with 

(5.16) 

for all z ~ f. Then letting y = 219(C(Ie)/B)I/2z1-61 and using (5.14) and 
(5.15) we have 

where 
(5.17) 

Since we have (5.16) for Ie = 1 and C(l) = B by (5.13) and (5.15), we thus 
have it for all k where C(k) is inductively defined by (5.17). Note that 
C(Ie) < 240 B for all k. In addition, since 61 = 560/4, we have our theorem. 

§6. Corrections for an earlier paper 

In [9], the first and third authors considered the normal number of 
prime factors of <p( n) . The principal result is that this normal order is 
Hlog log n)2 and there is a Gaussian distribution with standard deviation 
7a (log log n )3/2. It has been pointed out to us by A bdelhakim Smati that 
there is an error in the proof of Lemma 2.2 of this paper. We now give a 
(hopefully) correct proof ofthis result. 

Let Oy (n) denote the number of prime factors p $; y of n counted with 
multiplicity. Lemma 2.1 of [9] gives the average order for Oy(p - 1) for p 
prime: 

"0 (p _ 1) = z log log y + 0 (_z_) 
L..J y logz logz 
P~:I: 

(6.1) 

uniformly for 3 $; y $; z. Lemma 2.2 estimates the square mean. 

"Lemma 2.2". If 3 $; y $; z , then 

"0 (p_1)2 = z(loglogy)2 +0 (z log log y) 
L..J y log z log Z 
P~:I: 

where the implied constant is uniform. 

Proof: Let u range over the integers with exactly 2 distinct prime factors, 
neither exceeding y. Then 

P~:I: q"lIp-l 
q~y 

= 83 +84 , 
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say. (In [9], the expression for 84 is wrong.) 
As in [9], we get 

83 = 0 (XIoglogy) 
log x 

using (6.1) and the Brun-Titchmarsh inequality. 
For 84 , we write 

84 = 84,1 + 84,2 

203 

where in 84,1 neither prime power in u exceeds x l / 6 and is 84,2 at least one 
prime power in u exceeds xl / 6 . We have 

using the Bombieri-Vinogradov theorem and a simple calculation. 
For 84 ,2 we have 

'" x log log Y 
84,2 ~ L..J 0 !l(p-1) ~ I ' ogx 

P~x 

using (6.1). This, together with our estimates for 83 and 84,1 completes 
the proof. 

A. Smati also points out that the three cases on p. 350 of [9] for p21 tp(n), 
p > y (where now y = (log log X)2 ) do not exhaust all possibilities. This is 
fixed by changing (i) to (i') p21 n . The number of n ~ x in this case is at 
most Lp>!I x/p2 = o(x/y) = o(x). 

We are grateful to A. Smati for pointing these difficulties out to us. 
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On the Number of Partitions of n 

Without a Given Subsum, II 

P. ERDOS, J. L. NICOLAS, AND A. SARKOZY 

Dedicated to Professor Paul T. Bateman for his seventieth birthday 

Abstract 

Let R( n, a) denote the number of unrestricted partitions of n whose sub­
sums are all different of a, and Q( n, a) the number of unequal partitions 
(i.e. each part is allowed to occur at most once) with the same property. In 
a preceding paper, we considered R(n,a) and Q(n,a) for a ~ Alvin, where 
Al is a small constant. Here we study the case a ~ A2v1n. The behaviour 
of these quantities depends on the size of a, but also on the size of s(a), 
the smallest positive integer which does not divide a. 

1. Introduction 

Let us denote by p(n) the number of unrestricted partitions of n, by 
r(n, m) the number of partitions of n whose parts are at least m, and by 
R(n, a) the number of those partitions 

n = nl + ... + nt (nl ~ ... ~ nt) 
of n which do not represent a, i.e. whose subsums nil + ... + nij are all 
different from a. 

We shall consider also partitions of n into distinct parts. In that case the 
above notations will be change to q(n), p(n,m) and Q(n,a). 

In [5] J. Dixmier considered R( n, a) when a is fixed, and in [7], we studied 
R(n,a) and Q(n,a) when a < Alvin, where Al is a small constant. Here 
we shall consider the case A2v1n ::; a ~ n/2, where A2 is a large constant. 
(Since R(n, a) = R(n,n - a) and Q(n,a) = Q(n,n - a), we may suppose 
that a ~ n/2.) We shall prove: 

Research partially supported by Hungarian National Foundation for Scien­
tific Research, grant no. 1811, and by C.N.R.S., Greco Calcul Formel and 
PRC Math.-Info. 
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Theorem 1. For n > no and 

1018Jn :s: a :s: n5f7 , (1.1) 

we have 

and 
R(n,a):S: p([n/2])exp(5 .1Q3a-l/3n2/3Iog(al/3n-l/6)) (1.3) 

where [xl denotes the integral part of x. 

Theorem 2. For n > no and 

n5/ 7 < a :s: n/2 (1.4) 

we have 
Q(n,a)::; q([n/2])exp(nl/2-1/30) (1.5) 

and 
R(n,a):S: p([n/2])exp(nl/2-1/30). (1.6) 

It follows from Theorems 1 and 2 that 

Corollary. If a = a(n) is such that a/,fii -+ 00 and a ::; n/2, we have 
Q(n,a) = (q([n/2]))1+ o(1) and R(n, a) = (p([n/2]))1+O(1). 

Theorem 3. Let s( a) denote the smallest positive integer which does not 
divide a. For n ~ (2500)2, s(a) ~ 40000 and 

7 / / 1 _ 
100 n1 2(s(a»3 2 ::; a ::; 40 n(s(a)) 1 (1.7) 

we have 
Q(n, a) < exp(201nl/2(s(a))-1/2Iog(s(a))) (1.8) 

and 
R(n,a) < exp(301nl/2s(a)-1/2Iog(s(a))). (1.9) 

Remark: By Lemma 1 below, (1.7) holds for all a's such that 

(7/10)nl/2(logn)3/2::; a::; (1/200)n(logntl. 

To give lower bounds for R(n,a) and Q(n,a), first we note that if a is 
odd and n is even, then multiplying the parts of a partition of n/2 by 2 we 
get a partition of n whose subsums are all even and thus different from a. 
Hence 

R(n, a) ~ p([n/2]) (1.10) 

and 
Q(n, a) ~ q([n/2]) (1.11 ) 

which show the exponent 1 + o( 1) in the above corollary to be best possible. 
This argument can be extended, and yields: 
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Theorem 4. Let h = h(n,a,m) be given by h = 0 ifmln and 

h == n (mod m), jf a < h :::; a + m. 

Then 
Q( ) ( n-h(n,a,S(a») 

n,a ~ q s(a) (1.12) 

and 
R( ) ( n - h(n, a, s(a))) 

n,a ~p s(a) . (1.13) 

Proof: When s(a) divides n, we consider all the partitions of n/s(a), and 
we multiply their parts by s( a). In this way we obtain a partition of n 
whose subsums are all divisible by s(a) and they cannot be equal to a. 

When s( a) does not divide n, let us set h = h( n, a, s( a». We consider 
all the partitions of (n - h)/s(a), we multiply their parts by s(a), and we 
complete them with a part equal to h to obtain a partition of n. As h > a, 
the subsums of such a partition are all different from a. 

Taking into account the results of Hardy and Ramanujan (cf. [9]): 

p(n) - 4Jan ex+Jifo) , 
q(n) '" 4(3n;)1/4 exp (7rJf) , 

(1.14) 

we observe that for a = o( n), the upper bounds given in Theorem 3 for 
log Q( n, a) and log R( n, a) are of the same order of magnitude as the lower 
bounds given in Theorem 4 (apart from a factor log s( a». This shows that 
the behavior of Q( n, a) and R( n, a) depends on the arithmetical structure 
of a if a is large. 

In [7], we gave bounds for R(n, a), and a lower bound for Q(n, a) when 
a is :::; Al..;n. Here we will prove the following upper bound: 

Theorem 5. For a :::; ~..;n and n large enough, we have 

( 2 7ra2 ) Q(n,a):::; q(n)exp -a log v'3 + sv'3..;n . (1.15) 

The proof follows the same principle as in [7] for unrestricted partitions: 
if a partition 7r does not represent a, then i and a - i cannot belong simul­
taneously to 7r. So, for every i, 1 :::; i < a/2, there are three possibilities: 
i E 7r and a - i rt. 7r, i rt. 7r and a - i E 7r, i rt. 7r and a - i rt. 7r. When a is 
even, and i = a/2, there are only two possibilities. Therefore, the number 
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of possible sets A of parts < a is at most 30 / 2 • For such a set A, there are 
p(n - Ez-CA z, a + 1) possibilities of completing A to a partition of n. As 
already observed in [8], p(n, m) is non decreasing in n for n ~ m, is 0 for 
1 $ m < n, and 1 for n = O. Thus we have 

Q(n,a) $ 30 / 2p(n, a + 1). 

From Theorem 1 of [8], we have 

1 ( a2
) p(n,a+ 1) $ p(n, a) $ 20 - 2Q n+"4 ' 

and from Lemma 3 of [8] (which is an easy consequence of (1.14)), 

and Theorem 5 is proved. For a ~ 0.64yn, the quantity in the exponent in 
(1.15) is positive, and thus the trivial bound Q(n,a) $ q(n) is better. 

Now consider the case when a is of the order of magnitude yn. In [4], 
Theorem 2.18 claims that if a is odd and a '" yn, then we have for n large 
enough 

log R(n, a) ~ 2.0138Vn. (1.16) 

This result can be extended to the case when a is odd, a '" >...;n, and we 
obtain 

10gR(n,a) ~ <p(>.)Vn (1.17) 

for some function <po 
Our guess is that, when a is odd, such a result is best possible. But when 

a is even, we have no precise conjecture. J. Dixmier has proved (cf. [6]) 
that for f > 0 there exists 6 < 1 such that, for n large enough, 

fyn $ a $ n - fVn ~ R(n, a) $ (p(n))6 (1.18) 

for all n. The proof is short, and starts with the results of [7]. 
In the same way, it can be deduced from Theorem 5 above that for f > 0, 

there exists 6 < 1 such that, for n large enough, 

fVn $ a $ n - fVn ~ Q(n,a) $ (q(n))6. (1.19) 

The aim of [6] is to give a fairly good estimation of R(2n, n), and to 
study R( n, a) for >'2n $ a $ n/2, where >'2 is a fixed constant. 
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The proofs of Theorems 1, 2 and 3 are based on results from additive 
number theory (cf. [11] and [12]). In §2, we shall give some estimates 
involving partitions. In §3, we shall prove some lemmas on additive prop­
erties of dense sequences, from which, in §4, the proof of our three theorems 
will follow. 

All these proofs are effective, but the constants are rather large and we 
did not attempt to optimize them. 

A table of R(n, a) for n ~ 40 was given in [7]. Here in the appendix, we 
give a table of Q(n,a) for n ~ 40. It has been computed by M. DeLeglise, 
and we are very pleased to thank him. For a fixed a, first he determines, by 
a backtracking programming method, all the subsets A of {I, 2, ... , a - I} 
having no subsum equal to a. Then for all A such that S(A) = LXE.A x is 
smaller than n, 

Q(n,a) = l:p(n - S(A),a + 1) . 
.A 

As can be seen in [8], p(n, m) is easy to calculate. 
We thank J. Dixmier for many helpful remarks, and for an improvement 

of Lemma 11 below. 

Notations: p(n, m) will denote the number of unrestricted partitions of 
n into parts ~ m (or into atmost m parts); here m is not necessarily an 
integer. 

IN is the set of positive integers {I, 2, ... }. 

INM = {1,2, ... ,M}. 

If A is a finite set of not necessarily distinct integers, then IAI denotes 
cardinality of A, A' the set of gistinct elements of A, S(A) = LaO a, 

P(A) = {l: faa; 
aE.A 

fa = 0 or 1, l: fa =1= o} 
aE.A 

the set of the nonzero subsums of A, 

and 

C(A, d) ={ i; 1 ~ i ~ d, there exist at least 2 elements of A 

which are == i (mod d)} 

L(A, d) = IC(A, d)l. 
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2. Partition Lemmas 
Lemma 1. Let s(m) be the smallest integer which does not divide m. 
Then for all m ~ 2, we have 

3 
s(m) < log210gm < 4.5 log m. (2.1) 

Proof: First, if m is odd, s(m) = 2 and (2.1) holds. So we may suppose 
that m is even, and s(m) 2: 3. Let t/J(z) denote the Chebycheffunction: 

t/J(z) = L logp. 
pk~x 

It follows from Chebychef's results that for all integers n 2: 2, 

t/J(n)/n 2: (log 2)/2. 

Then 
log 2 

logm ~ t/J(s(m) -1) ~ -2-(s(m) -1) 

which implies 
210gm 3 

s(m) ~ 1 + log2 < log2 10gm. 

It can be shown similarly that 

m 2: mO(f) ~ s(m) < (1 + f) log m. (2.2) 

Lemma 2. Let a be a real number satisfying 0 < a ~ 1.05. For m ~ afo 
we have 

p(n,m) < exp ((20' log 3~6).rn). (2.3) 

This inequality can be used to obtain upper bounds for p(n, m) and 
r(n, m) since 

p(n,m) ~ r(n,m) ~p(n,[n/m]). 

Proof: From the classical inequality 

(
n+ m(m+ 1) -1) 

m!p(n,m) ~ 2 , 

m-l 

it has been proved in [3] that for all a > 0, and m ~ afo, 

p(n, m) ~ exp ((0'3/2 + 2a(1-log a)) Vn) . 

(2.4) 

Observing that a ~ 1.05 implies 0'2/4 + 1 < log (3.6), (2.3) follows easily. 
For a 2: 1.06, the obvious inequality p(n, m) ~ p(n) and (1.14) give a 

better upper bound. 
As p(n, m) is also the number of partitions of n with at most m parts, 

(2.4) can be proved easily. 
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Lemma 3. Let Y(n, t, m) denote the number of partitions of n into un­
equal parts such that at most t parts not exceeding m may occur. We 
have 

Y(n, t, m) ~ p(n, t + n/m). (2.5) 

Proof: A partition counted in Y(n, t, m) has at most t parts ~ m, and 
n/m parts> m. The right-hand side of (2.5) is certainly greater than the 
number of partitions of n with at most t + n/m unequal parts. 

Lemma 4. Let Z (n, t, m) denote the number of unrestricted partitions 
of n such that at most t distinct parts not exceeding m may occur. For 
1 ~ t ~ m ~ n we have 

Z(n, t, m) ~ 6tn2 (min(t~m/2]))p(n, t)p(n, n/m). (2.6) 

proof: For A C {I, 2, ... , m}, A = {al < a2 < ... < a.}, let P(n,A, m) 
denote the number of partitions of n with all the parts not exceeding m in 
A, i.e., P(n, A, m) denotes the number of solutions of 

n-m 

alXI + ... + a.x. + L (m + i)X.+i = n, (Xi ~ 0, 1 ~ i ~ n). (2.7) 
i=l 

Then we have 

n 

P(n,A,m) ~ LP(k,{1,2, ... ,s},m) 
k=O 

since replacing aj by j in (2.7), we have 

n-m 

Xl + 2X2 + ... + SX. + L (m + i)X.+i = k (2.8) 
i=l 

for some k ~ n. It follows that 

Z(n,t,m) ~ t, (7) ~P(k,{I, ... ,S},m) (2.9) 

since A with IAI = s can be selected in (r;) ways from {I, ... , m}. Hence 

Z(n, t, m) ~ (t + 1) (min(t~m/2])) ~ P(k, {I, ... , t}, m). (2.10) 
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Now, counting the partitions according to the sum j of the parts not ex­
ceeding t, we obtain 

k 

P(k, {I, ... , t}, m) = Lp(j, t)r(k - j, m + 1) 
j=O 

~ (k+ l)p(k,t)r(k,m+ 1) 

since it is easy to see that p{n,m) and r{n,m) are not decreasing in n. 
Then (2.10) yields (2.6) observing that t + 1 ~ 2t, 

n 

L{k + 1) ~ 3n2 , 

k=O 

and using (2.4). 

Lemma 5. Given integers M ~ 2, D ~ 2, let V{n, M, D) denote the 
number of partitions of n ~ M into distinct parts: 

with the set N = {nl' ... , nt} of parts of n having the following property: 
there exists an integer d, 

(2.11) 

and integers ib ... ,i[d/2) satisfying 

1 ~ i 1 < ... < i[d/2) ~ d, (2.12) 

such that, if Nl = {nl : nl EN, d ~ nl ~ M, nl == ij mod d for some j}, 
the cardinality of the set N2 = {nl : nl E N\Nl' nl ~ M} satisfies 

(2.13) 

then 
V(n,M,D) ~ n5Dq([n/2])p(n,n/M). (2.14) 

Proof: Let N3 = N\(Nl uN2) = {nl : nl E N,nl > M}. 
Let us fix d, il, i2, ... , i[d/21 in (2.11), (2.12) and (2.13). By the defintion 

of N1 , every element m of Nl can be written in the form 

m = ij(m) + f(m)d 

where 
1 ~ j(m) ~ [d/2] and 1 ~ f(m). (2.15) 
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To every m E Nl we assign the integer 

m* = j(m) + (l(m) - l)[d/2], 

and write Ni = {m* : m E Nt}. Clearly, (2.15) implies that to distinct 
elements of Nl , distinct elements of Ni are assigned. Furthermore, we have 

m* = j(m) + (f(m) - l)[d/2] ~ [d/2] + (l(m) - 1)[d/2] 

= f(m)[d/2] ~ f(m)d/2 < m/2 

whence 

S(Nt) = L: m* < ~ L: m = ~S(Nl)' 
moeN: meN! 

Thus writing S(Nd = u, the elements of Ni form partition of an integer 
v < u/2 into distinct parts, so that for fixed d, i l , ... , i[d/2) and u, Nl can 
be selected in at most 

[u/2) 

L: q(v) ~ ([n/2] + l)q([n/2]) ~ nq([n/2]) 
v~o 

ways. 
Furthermore, the elements of N2 are selected from {I, 2, ... , M} and, by 

(2.13), their number is at most 2D, so that N2 can be chosen in at most 
M2D ~ n2D ways. 

Finally, if d, i l , ... , i[d/2) and u are fixed, then 

so that 

S(N3) = (S(Nl) + S(N2 ) + S(N3)) - S(Nd - S(N2 ) 

= n - u - S(N2) ~ n - u 

L: nj = Z 

n.EN. 

is a partition of z(~ n - u) into parts? M + 1. Thus N3 can be chosen in 
at most 

n-u 

L p(z, M + 1) ~ (n + l)p(n,M) ~ n2p(n, M) 
z=o 

ways (note that p(n, m) is non-decreasing function of n for n ? m). 
Collecting the results above, we obtain that for fixed d, i l , ... , i[d/2), the 

partition N can be chosen in at most 

n2D+3q([n/2])p(n, M) 

ways. Furthermore, for fixed d, the numbers il, i 2, ... , i[d/2) in (2.12) can 
be chosen in at most 2d ways, and summation over the d's in (2.11) gives 

L: 2d < 2D+1 ~ nD+1 

d~D 

whence, by (2.4), the result follows. 
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Lemma 6. With the notation of Lemma 5 but considering unrestricted 
partitions n = nl + ... + nt (nl ~ ... ~ nt) ofn ~ M, so that now parts in 
Nl and N2 have to be counted according to multiplicity, suppose here that 

IN~I ~ 2D. (2.16) 

Then the number W(n, M, D) of unrestricted partitions of n that corre­
sponds to V(n, M, D) in Lemma 5 satisfies 

W(n,M,D) ~ n7D p([nJ2])p(n,nJM). 

Proof: Again first fix d, ii, i2, ... , i[ d/2], and define N3 , m· , Nt in the same 
way as in the proof of Lemma 5. The same argument shows that, writing 
S(Nd = tt, Nl can be chosen in at most 

[u/2] 

L p(v) ~ np([nJ2]) 
11=0 

ways. 
Furthermore, the elements of N2 are selected from {1, 2, ... , M} and, by 

(2.16), the number of distinct elements of N2 is at most 2D, so that they 
can be chosen in at most M2D :5 n 2D ways; and if we have selected the 
distinct elements of N2 , then the multiplicity of each of them can be chosen 
in at most n ways, so that the multiplicities of the distinct elements of N2 
can be chosen altogether in at most n2D ways. Thus N2 can be chosen in 
at most n2D . n2D = n4D ways. 

Finally, the same argument as in Section 2 shows that N3 can be chosen 
in at most 

n-u 

L r(z, M + 1) ~ n2r(n, M) 
z=o 

ways. 
Collecting the results above and using also (2.4), we obtain that for fixed 

d, i1 , • .• , i[d/2], the partition N can be chosen in at most 

n4D+3p([nJ2])p(n, nJ M) 

ways. Finally, as in Lemma 5, d, il, . .. , i[d/2] can be chosen in at most nD+l 

ways whence the result follows. 
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3. Additive Lemmas 

First we need the following well known fact (see, e.g. [12], Lemma 3). 

Lemma 7. If dE IN and n1, n2, ... , nd are integers, then there is a sum of 
the form nil + ... + nit (1 $; ii < ... < it $; d) such that dl(ni 1 + ... + nit). 

The next lemma is variant of Lemma 4 in [12]. 

Lemma 8. If N E IN, d E IN, and B is a finite set of not necessarily 
distinct positive integers such that 

the elements of B do not exceed N, (3.1) 

then for every integer n such that 0 $; n $; ~8(B) - N there is a number 
Xn in the set {n + 1, n + 2, ... , n + N} such that dXn E P(B). 

Proof: It suffices to show the existence of integers Y1, Y2, ... , Yt such that 
o < Y1 $; N, 0 < Yi - Yi-1 $; N (for i = 2,3, ... , t), ~8(B) - N < Yt and 
dYi E P(B) for i = 1,2, ... , t. Afterwards we shall define Xn by 

{ 
Y1 for 0 $; n < Y1, 

Xn= Yi forYi_1$;n<Yi(2$;i$;t-l), 

Yt for Yt-1 $; n $; ~8(B) - N. 

We are going to define these integers Yi by recursion. 
We may suppose that 8(B) ~ dN which, by (3.1), implies IBI ~ d. Let 

B1 C B, IBd = d. Then by Lemma 7, there is a (non-empty) subset Bi of 
B1 such that dl8(Bni write 8(Bi)/d = Y1· Then dYi E P(Bi) C P(Bt}, 
0< Yl, and 

dY1 = 8(Bn = L: b $; L: N = NIB~I ~ NIBd = Nd 
bEB~ bEB~ 

so that Y1 $; N. 
Assume now that Y1,Y2, ... ,Yi-1 have been defined and 

1 
Yi-1 ~ "d8(B) - N. (3.2) 

By the definition of Yi-1, there is a subset Bi_1 C B such that 8(Bi_d = 
dYi-1. Then by (3.2) we have 

8(B\B:_d = 8(B) - 8(B:_d = 8(B) - dYi-1 

~ 8(B) - (8(B) - N d) = N d. (3.3) 
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(3.1) implies that 

S(8\8;_d = L b:::; L N = NI8\8;_d· 
bE(B\Bi_l) bE(B\Bi_l) 

It follows from (3.3) and (3.4) that 

18\8;_11> d. 

Thus there is a subset 8i of 8 - 8;_1 with 18d = d. By Lemma 7, there is 
a (non-empty) subset 8: of 8i such that dIS(8D; let Yi = Yi-1 + d-1S(8D. 
Then we have 

Yi-l < Yi = Yi-l + d- 1S(8D = Yi-l + d-1 L b 

:::; Yi-l + d-1 L N = Yi-l + Nd-118il :::; Yi-1 + Nd-118il 
bEB: 

and 

= Yi-l + N 

dYi = dYi-1 + S(8;) = S(8;_1) + S(B;) 

= L b + L b E P(8) 
bEBi_l bEB: 

which completes the proof of the lemma. 

Lemma 9. Let N E IN, 
N > 2500, 

IAI> 100(NlogN)1/2. 

Then there exist integers d, y, z such that 

4N 
1:::; d < 10 IAI' 

IAI2 
z> 7.104 ' 

4 N 
1 :::; y < 7 . 10 IAI2 Z 

and 
{yd, (y + 1), ... , zd} c P(A). 

Proof: This is Theorem 4 in [12]. 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 
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Lemma 10. Let N e IN, N ~ 2500, me IN, 

N2 
7 N s(m) < m < 103 _(_) , - - sm' 

(3.11) 

(3.12) 

and 
I 4 N 
AI ~ 10 s(m)" (3.13) 

Then we have 
m eP(A). (3.14) 

Remarks: This lemma is non-trivial only when s(m) > 104 , which implies 
that m must be a multiple of all integers up to 104 , and N must be much 
greater than 2500. 

It is easy to see that, from Lemma 1, (3.11) holds for every m and N 
such that N > 2500 and 

63NlogN < m < 12N2(logNr2. 

A slightly weaker version of this lemma follows from the results of Alon, 
Freiman, Lipkin [1], [2], [10]. 

Proof: It follows from (3.13) and Lemma 1 that 

IAI > 104~ > 104 N 
- s(m) - 4· 510gm 

(3.15) 

Now by (3.11), logm ~ log(103N2) ~ 310gN, and thus (3.15) yields 

> 104 N > 8600 
1041_ 13.5 log N - 13.5 IN log N, 

because IoN N ~ 0.86,jN log N for all N > 1. So (3.6) holds and thus we 
may appl/Lemma 9. We obtain that there exist integers d, y, z, satisfying 
(3.7), (3.8), (3.9) and (3.10). It follows from (3.7) and (3.13) that 

4 N 4 N 
d < 10 IAI ~ 10 104 N/s(m) = s(m) 

so that 
dim. (3.16) 
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Furthermore, by (3.10) we have zd E P(A) whence 

zd ~ S(A) = L: a ~ L: N = NIAI· (3.17) 
aEA aEA 

It follows from (3.9), (3.17), (3.13) and (3.11) that 

4 N 4 N2 
yd < 7.10 IAI2zd ~ 7.10 IAI ~ 7Ns(m) ~ m. (3.18) 

Now, (3.8), (3.13) and (3.11) imply 

IAI2 3 N 2 

zd ~ z > 7.104 ~ 10 s(m)2 ~ m, (3.19) 

and (3.14) follows from (3.10), (3.16), (3.18) and (3.19). This completes 
the proof of the lemma. 

Lemma 11. Assume that N E IN, 

N> 1010, (3.20) 

6 is a real number with 

(3.21) 

A is a finite set of (not necessarily distinct) integers not exceeding N, 

(3.22) 

and there is an integer m with 

Then there is an integer d with 

(3.24) 

and 
L(A, d) ~ d/2. (3.25) 

Proof: In a first step we shall prove Lemma 11 when 6 = 1/2. In this step 
(3.21) should be read 6 = 1/2. 

Let D = 11 . 1046-1 NIA'I-1 . To every d ~ D, i E £(A, d), we assign 
two numbers a(d, i) E A, a'(d, i) E A, a(d, i) == a'(d, i) == i (mod d) so 
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that either a(d, i) :f. a'(d, i), or a(d, i) = a'(d, i) and a(d, i) occurs with 
multiplicity at least 2 in A. Let 

040 = Ud~D Uie.c(A,d) {a(d,i),a'(d,i)}. 

Then clearly we have 

10401::; 2 L d::; 2D2 < 3 .10106-2N2IA'I-2 (3.26) 
d~D 

(where in 10401 we count the elements of 040 with multiplicity). Furthermore 
we have 

8(04) ~ 8(04') = L a ~ La> ~IA'12. (3.27) 
aeA a~IA'1 

It follows from (3.22), (3.26) and (3.27) that 

8(040 ) = La::; L N ::; IAolN 
aeAo aeAo 

< 3.10106-2 N31A'1-2 < 3 .1010r 2 N31A'1-2 .28(04)104'1-2 

= 6.10-26(1012(6-1 N)3IA'I-4)8(A) < 10-168(04). 
(3.28) 

Let us write (A\Ao)' = {al,a2, ... ,ad where al < a2 < ... < at. (Here 
and in what follows, 04\040 is defined so that the multiplicity of a in 04\040 

is the difference of the multiplicities of a in A and 040 , respectively.) By 
(3.20), (3.21), (3.22), (3.26) and (3.28) we have 

t = 1(04\040)'1 ~ IA'I-IA~I 
> 104'1- 3 .10106-2N2IA'I-2 = IA'I{l- 3 .10106-2N2IA'I-3) 

> IA'I{l - 3.10106-2 N 21O-9(6- 1 Nt9/4) (3.29) 

= IA'I{l - 3{6N- 1 )1/4) > 10 104'1 
11 

and 

8(04\040 ) = 8(A)-8{Ao) > 8(A)-10- 168{A) = (1-1O- 16)8{A). (3.30) 

Let u = [~t]. It follows easily from (3.20), (3.21), (3.22) and (3.29) that 

6 6 t 
lOt < u ::; st < "2' (3.31) 

Write Ai = {al,a2, ... ,an}, 042 = (04\040 )\041 so that 

(3.32) 



220 P. ERDOS, J. L. NICOLAS, AND A. SARKOZY 

(in the sense that the multiplicity of a in A\Ao is the sum of the multiplic­
ities of a in A1 and A2)' Clearly, 

t 

S(A) = I: a ~ I: a = I: ai 
aE,A aE(,A\,Ao)' i=l 

[t/uJ-1 ( u ) [t/uJ-1 (u ) [] 
~ ~ ~aiu+i ~ ~ ~ai = ~ S(AI). 

)=0 1=1 )=0 1=1 

It follows from (3.29), (3.30), (3.31) and (3.33) that 

lAd = u > :ot> :11A'1 

and 
S(A) S(A) 2uS(A) ~S(A) 

1 ~ [t/u] < t < 4 . 

By (3.21), (3.22) and (3.34) we have 

IA11> 1611A'I > :1 .103 (6-1 N)3/4 > 9063/4N 3/4 > 75N3/ 4 

(3.33) 

(3.34) 

(3.35) 

so that (3.6) in Lemma 9 holds with A1 in place of A. (Note that also (3.5) 
holds by (3.20).) Thus by Lemma 9, there exist integers d, y, z satisfying 
(3.7), (3.8), (3.9) and (3.10) (with A1 in place of A) so that, in view of 
(3.34), we have 

1 < d < 104~ < 11 . 1046-1 NIA'I- 1 

- lAd ' 
(3.36) 

z> IAd2 > 1O-7621A'12 
7.104 ' 

(3.37) 

Y < 7 .104~ < 1076-2 NIA'I- 2z 
IAl12 

(3.38) 

and 
{yd, (y + 1)d, ... , zd} C P(AI). (3.39) 

This integer d satisfies (3.24) by (3.36). It remains to show that if there is 
an m satisfying (3.23), then this implies (3.25). To show this, we start out 
from the indirect assumption 

L(A, d) > d/2. (3.40) 
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First we shall show that 

v E IN,y ~ v < (1- 6)S(A)/d imply vd E P(A 1 uA2). (3.41) 

It follows from (3.20), (3.21), (3.22), (3.37) and (3.38) that 

z - y > z(1 - 1076- 2 NIA'I-2) 

> 1O-7(6IA'1)2(1_1076-2N(103(6- 1N)3/4)-2) 

> 1O-7(10361/4N3/4)2(1_10(6N)-1/2) 

> 7.10-2 N3/ 2(1- 10(2N)-1/2) > 3.10-2 N3 / 2 > N 

so that (3.39) implies 

{yd, (y + 1)d, ... , (y + N - 1)d} C P(At). (3.42) 

Thus (3.41) holds for y ~ v < y + N. Assume now that 

y + N ~ v < (1 - 6)S(A)/d. 

Let us write n = v - y - N. Then by (3.43) we have 

o ~ n. 

Furthermore, it follows from (3.30), (3.32) and (3.35) that 

S(A2) = S(A\Ao) - S(A1) > (1 - 1O-16)S(A) - 6S(A)/4 

= (1- :06) S(A) > (1- 6)S(A). 

(3.43) and (3.45) imply 

(3.43) 

(3.44) 

(3.45) 

n = v - y - N < v - N < (1- 6)S(A)jd - N < S(A2)jd - N. (3.46) 

By (3.44) and (3.46), Lemma 8 can be applied with A2 in place of B. We 
obtain that there is a number Xn E IN such that 

n+ 1 ~ Xn ~ n+ N 

and 
dX n E P(A2 ). 

(3.47) can be rewritten in the equivalent form 

o ~ n + N - Xn ~ N - 1. 

(3.47) 

(3.48) 

(3.49) 
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Furthermore, we have 

11- Xn = (n + y + N) - Xn = Y + (n + N - Xn). (3.50) 

By (3.49) and (3.50), (II - xn)d belongs to the arithmetic progression 
{yd, (y + l)d, ... , (y + N - l)d} and thus by (3.42) we have 

(3.51 ) 

It follows from (3.48) and (3.51) that 

which proves (3.41). 
Assume now that m satisfies (3.23). Let 

Cm(A, d) = {m - i: i E C(A,d)}. 

The the elements of both C(A, d) and Cm(A, d) are pairwise incongruent 
modulo d and, in view of the indirect assumption (3.40), the total number 
of them is 

IC(A, d)1 + ICm(A, d)1 = 2L«A, d) > d. 

Thus by the box principle, there is a number i l in C(A, d) which is congruent 
to a number m - i2 in Cm(A, d) modulo d: 

whence 
m - i l - i2 == 0 (mod d). 

Let us write am = a(d, it} and 

Then if follows from (3.52) that 

dim - a - a' m m 

for i l f:. i2 

for i l = i 2 . 

and from the definition of Ao that am E Ao, a~ E Ao, and thus 

am + a~ E P(Ao). 

(3.52) 

(3.53) 

(3.54) 



ON THE NUMBER OF PARTITIONS OF N 223 

Furthermore, in view of (3.21) and (3.23) we have 

m - am - a~ < m < (1 - o)S(04) (3.55) 

and 

m-a -a' >2.1070-2N2Io4'I-1 -N-N m m_ 

= 2N(107 0-2 Nlo4'I- 1 - 1) 
~ 2N(107 0- 2 Nlo4'I- 1 - 0-2(Nlo4'I- 1)) 

(3.56) 

> 2N . 5 .1060- 2 NIA'I-1 = 1070- 2 N2 IA'I-1 . 

It follows from (3.38), (3.39) and (3.56) that 

yd < 1070-2 NIA'I- 2 zd = 1070- 2 NIA'r2(zd) 

< 1070-2NIA'I- 2(IAdN) < 1070-2NIA'I- 2IA'IN (3.57) 

= 1070- 2 N 2 IA'I-1 < m - am - a~. 

By (3.53), (m- am - a~)/d = v is an integer. It follows from (3.41), (3.55) 
and (3.57) that 

Thus 

m = vd + (am + a~) 
where vd E P(A1 U A2) and, in view of (3.54), am - a~ E P(Ao). This 
implies 

mE P(A 1 UA2 UAo) = P(A) 

which contradicts (3.23) and this completes the proof of the lemma, when 
in (3.21) it is assumed 0 = 1/2. 

In a second step, we have to prove Lemma 11, with 0 < 0 ~ 1/2. Let 

us refer to the particular case of Lemma 11 with 0 = 00 ~f 1/2 as Lemma 
110. So, Lemma 110 has been proved. We assert that Lemma 11 is an easy 
consequence of Lemma 110 • 

Since 0 ~ 00, one has: 

If m ~ !S(A), one has: 
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Ifm > ~S(A) replace m by m' = S(A)-m (use the symmetry ofP(A)). 
Then m' ~ (1 - 6o)S(A). Since m ~ (1 - 6)S(A), one has (see proof of 
(3.27)) 

Now, by (3.20), (3.21), and (3.22), 

(1/2)1066- 1/ 2 N3/ 2 = ~6-1/2 N- 1/ 2 IA'1 > 1026-5/4 N 1/ 4 

2.107602 N 21A'1- 1 10 

> 1020-5/ 4 N 1/ 4 > 75000 > 1 - 0 -

whence Lemma 110 can be applied with either m or m'. We get d with 

and L(A, d) ~ d/2, and Lemma 11 is completely proved. 

4. Proofs of Theorems 1, 2, and 3 

To every (unequal or unrestricted) partition 

of n which does not represent a, we assign the set N = {nl. n2, ... , nt} 

(so that in case of unrestricted partitions the parts are taken with mul­
tiplicity). For an M which will be defined later, let No denote the set 
of the parts not exceeding M, and let N6 denote the set of the distinct 
parts not exceeding M (so that, in case of unequal partitions, we have 
No = Nti = Nn {1,2, ... ,M}). 

To prove Theorem 1, we shall choose 

We have to distinguish two cases. 

CASE 1: Assume that 

( 4.1) 

(4.2) 

We are going to show that, if n is large enough, then in this case, Lemma 
11 can be applied with M, No, Nti, 1/2 and a in place of N, A, A', 6, and 
m, respectively. 
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In fact, (3.20) follows from (1.1) and (4.1) for n large enough, and (3.21) 
holds trivially. Furthermore, it follows from (1.1), (4.1) and (4.2) that for 
large n we have 

IN~I > 8 .1Q7M 2a- 1 = (4 .104M s/4a- 1)(2 .1Q3M3/4) 

> 3 . 1Q4(10-3( an )1/3)S/4a-1103( 8- 1 M)3/4 

> 3a-7/12nS/12103(8-1 M)3/4 

~ 3.103(8- 1 M)3/4 

and thus (3.22) is verfied. The left-hand side inequality of (3.23) follows 
immediately from (4.2), and by (1.1), (4.1) and (4.2), we have for large n 

1 1 IIN~1 IN.' 12 
(1 - 8)S(No) = 2S(No) ~ 2S(N~) ~ 2 L i > -{-

i=l 

> 16 ·10l4 M4a- 2 > 10 .1014(10-3(an)l/3)4a-2 

= 1Q3a -S/3n4/3a 

> 1Q3(nS/7tS/3n4/3a = 1Q3n l/7 a> a. 

Thus all the assumptions in Lemma 11 hold so that the lemma can be 
applied. We deduce that there is an integer d with 

(4.3) 

and 
L(No, d) ~ d/2. 

It follows from (4.1), (4.2) and (4.3) that, if we set 

( 4.4) 

then 
d < 22 .104M(8 .107M 2a- l t l < 3 .1Q-3M- l a < D. (4.5) 

Now let {i l , ... ,i[d/2]} be any set containing C(No,d) and such that 
1 ~ i l < ... < i[d/2] ~ d. As in Lemma 5 or 6, we can define Nl and N2, 

and it follows from the definition of C(No, d) that 

IN21 ~ (d-l) +d- [d/2] ~ 2d ~ 2D. 

Therefore the number of partitions of n which do not represent a and 
satisfy (4.2) is smaller than V(n,M,D) or W(n,M,D). 
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CASE 2: Assume that 

(4.6) 

With the notation of Lemma 3 or 4, the total number of partitions of n is 
certainly smaller than Y(n,B,M) or Z(n,B,M). 

So, we have proved that 

Q(n,a) ~ V(n,M,D) + Y(n,B,M) (4.7) 

and 
R(n,a) ~ W(n,M,D) + Z(n,B,M). (4.8) 

By Lemma 3 and Lemma 5, (4.7) yields 

Q(n, a) ~ p(n, B + n/M) + n5D q([n/2])p(n, n/M). (4.9) 

Now, by (4.1) we have 

n/M ~ (3/2)103a-l/3nl/6y1n, 

(4.10) 

and if we set a = 2· 103a-l/3nl/6, we have 

n/M +B ~ ayln. 

By (1.1), we have a ~ 1, so that we may apply Lemma 2. We obtain 

Q(n, a) ~ 2n5D q([n/2])p(n, ayln) 

~ q([n/2])exp (5D log n + log 2 + (2a log 3~6) yin) . 
But, from (4.4) and (1.1) we have D = O(nl / 7 ), and 

a> 2· 103 n- l / 14 - , 

and thus, for n large enough, (1.2) is proved. 
It remains to deduce (1.3) from (4.8). We are going to apply Lemma 4. 

First observe that by (4.1) and (1.1) we have 

B = 8 .107 Ma- l M ~ 8 ·104a-2/3nl/3 M ~ 8 .10-2 M ~ M/2, 

and thus 

Z(n,B,M) ~ 6B(~)n2p(n,B)p(n,n/M). (4.11) 
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By (1.1) and (4.10), one has 

( 4.12) 

so that Lemma 2 gives 

p(n, B) ~ exp(2· 1O-3v'n). ( 4.13) 

Now, using Stirling's formula, (4.1) and (4.10), we have 

( M) < MB < (Me)B < (1O-5 e(an)1/3)B < (a2/ 3n-1/3)B 
B - B! - B - 20a- 1/ 3n2/3 -

~ exp(80n2/3a-l/310g(a2 /3n- 1/ 2)). 

But, the above quantity is a decreasing function of a for a ~ e\/n, so that 
by (1.1), 

(~) ~ exp(8 .1O-5v'nlog(1012)) ~ exp(3 ·1O-3v'n). (4.14) 

Therefore, for n large enough, (1.14), (4.11), (4.12), (4.13) and (4.14) give 

Z(n, B, M) ~ p([n/2])p(n, n/M), 

and by Lemma 6, (4.8) gives 

R(n,a) ~ 2n7Dp([n/2])p(n,n/M). 

The end of the proof of (1.3) is similar to the end of the proof of (1.2). 
To prove Theorem 2, we shall choose 

(4.15) 

and 
(4.16) 

Again we start to prove (1.5) and (1.6) simultaneously. Define N, No, N~ 
in the same way as in the proof of Theorem 1, and also write N* = N - No 
(so that N* is the set of the parts greater than M). We have to distinguish 
three cases. 

CASE 1: Assume that 

(1 - 6)S(No) ~ n/2 ( 4.17) 
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whence, for large n, 

If we fix S(No) = k, then in the case of unequal partitions, No can be 
chosen in at most q(k) ways, while N* = N - No can be chosen in at 
most p(n - k,M + 1) ways (since S(N*) = S(N) - S(No) = n - k, and 
the elements of N* are greater than M). Therefore the total number of 
unequal partitions with property (4.17) is at most 

T ~f L: q(k)p(n - k, M + 1). 
k«~+6)n 

(4.18) 

Similarly the total number of unrestricted partitions with property (4.17) 
is at most 

We have 

and by Lemma 2, 

U ~f L: p(k)r(n - k, M + 1). 
k« ~+6)n 

p(n, M) ~ r(n, M) ~ p(n, n/M), 

(4.19) 

(4.20) 

p(n, n/M) < exp«3n- 1/ 28 log 3.6n1/ 28 )v'n) (4.21) 

Now, from (1.14) and for n large enough, we have: 

q([(~ H)n]) < exp ( ~J G H H < exp (~J[ (1 H)) 
(4.22) 

< nq([n/2]) exp (~6Vn) . 

From (4.18), (4.20), (4.21) and (4.22), we have 

1 
T < nq([(2 + 6)n])p(n,M) < q([n/2])exp(nl/2-1/29) (4.23) 

for n large enough. 
Similarly, from (4.19) we obtain 

U < p([n/2])exp(nl/2-1/23). (4.24) 



ON THE NUMBER OF PARTITIONS OF N 229 

CASE 2: Assume that 

n 2" < (1 - 6)S(No) (4.25) 

and 

(4.26) 

We are going to show that, if n is large enough, then Lemma 11 can be 
applied with M, No, N6 and a in place of N, A, A', and m, respectively, 
and with 6 = 104n -1/28. 

In fact, (3.20) and (3.21) hold trivially, while (3.22) holds by (4.26). 
Furthermore by (1.4), (4.15), (4.16) and (4.25), we have for large n 

2 . 107 6- 2 M2IN~ 1-1 < 2 . 107 . 1O-8n2/28+30/28-3/7 < n5/ 7 < a. (4.27) 

The assumption (3.23) follows from (4.25) and (4.27), and thus Lemma 
11 can be applied. We obtain that there is an integer d with 

(4.28) 

and 
L(No, d) ~ d/2. 

It follows from (4.15), (4.16), (4.26) and (4.28) that 

d < 11.1046- 1 M . 2n-3/ 7 < 22n1/ 7 ~f D. (4.29) 

Therefore, as in the proof of Theorem 1, the number of partitions of 
n which do not represent a and satisfy (4.25) and (4.26), is smaller than 
V(n,M, D) or W(n,M,D). 
CASE 3: Assume that 

(4.30) 

As in Case 2 in the proof of Theorem 1, the number of partitions of n is 
bounded above by Y(n, B, M) or Z(n, B, M). 

So we have proved that, under the assumptions of Theorem 2, we have 

Q(n,a)~T+V(n,M,D)+Y(n,B,M) (4.31) 

and 
R(n, a) ~ U + W(n,M,D)+Z(n,B,M). (4.32) 

We have 
B + n/M < B + 2n13/ 28 < 3nI3 / 28 , 
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and by Lemmas 2 and 3, 

Y(n,B,M) ~ p(n,B + n/M) < exp(nl/2-1/29) (4.33) 

for n large enough. 
Moreover, by Lemma 5, (4.21) and (4.29), 

Yen, M, D) < q([n/2]) exp(nl/2-1/29), (4.34) 

and by (4.23), (4.31), (4.33) and (4.34), (1.5) holds. 
Similarly, from Lemma 4, using 

and since pen, B) ~ pen, n/M) by B < n/M, we have 

Zen, B, M) < exp(nl/2-1/29). (4.35) 

From Lemma 6, we have 

W(n, M, D) < p([n/2]) exp(nl/2-1/29), (4.36) 

(4.24), (4.32), (4.35) and (4.36) yield (1.6). 
To prove Theorem 3, we choose 

M = [10- 2 Jns(a)]. (4.37) 

To a partition of n which does not represent a, we associate .N, .No, .N6 
in the same way as in the proofs of Theorems 1 and 2. We apply Lemma 
10 with a, M, .N6 in place of m, N, A, respectively. By n ~ (2500)2 and 
s(a) ~ 40000, (4.37) yields M ~ 2500. It is easily seen that (1.7) implies 
(3.11), and we conclude that 

So, with the notation of Lemmas 3 and 4, we have 

Q(n, a) ~ Y(n, t, M) (4.39) 

and 
R(n,a) ~ Z(n,t,M) ( 4.40) 



ON THE NUMBER OF PARTITIONS OF N 231 

As M 2: 2500, from (4.37) we deduce that n/M < 101Jn/s(a). By Lemma 
3, (4.39) gives 

Q(n, a) ~ p(n, t + n/M) ~ p(n, 201 In/s(a))), 

and Lemma 2 yields (1.8). 
Now, by Lemma 4 and (4.40), we have 

R(n,a) ~ 6tn2 (~)p(n,t)p(n, n/M) 

sInce 
tiM < 2 .104/s(a) ~ 1/2. 

From (4.38) and Lemma 1, we have 

n = 1O-4t2s(a) < (4.5) ·1O-4t2Ioga < (4.5)10-4t2 Iogn 

< t 2Iog(nl / 3 ) < t2nl / 3 , 

whence n < t 3 and 

6tn2 < 6e = exp(log 6 + 7 log t) < exp(log 6 + 7(t - 1)) < e 7t. 

By Stirling's formula, (4.37) and (4.38), we have 

6tn2 (~) < e7t ( ~e) t = {e8 MC1)t ~ (e8 1O-4s(a))t < s(a)t 

and (4.41) and Lemma 2 give (1.9). 

(4.41 ) 

( 4.42) 
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TABLE OF Q(n,a) 

n q(n} a=1 2 3 4 5 6 7 8 9 10 
1 1 0 
2 1 1 
3 2 1 
4 2 1 2 
5 3 2 2 
6 4 2 2 3 
7 5 3 3 3 
8 6 3 4 3 5 
9 8 5 5 4 5 
10 10 5 6 5 6 7 
11 12 7 7 7 7 7 
12 15 8 9 8 8 8 11 
13 18 10 11 10 10 10 10 
14 22 12 13 11 13 11 12 15 
15 27 15 16 14 15 13 15 15 
16 32 17 19 16 19 16 17 16 23 
17 38 21 22 20 21 20 20 20 20 
18 46 25 27 23 26 23 23 23 25 30 
19 54 29 32 28 29 28 28 27 28 28 
20 64 35 37 32 35 32 34 31 34 31 43 
21 76 41 44 38 41 38 38 35 38 37 38 



ON THE NUMBER OF PARTITIONS OF N 233 

n q(n) a=l 2 3 4 5 6 7 8 9 10 
11 12 13 14 15 16 17 18 19 20 

22 89 48 52 44 48 43 46 42 45 42 45 
57 

23 104 56 60 52 56 50 52 51 50 49 50 
51 

24 122 66 70 60 66 58 62 57 57 55 59 
57 79 

25 142 76 82 70 75 68 70 67 69 65 67 
67 67 

26 165 89 95 81 88 77 81 76 81 73 77 
74 78 102 

27 192 103 110 94 101 91 93 89 91 81 88 
88 88 90 

28 222 119 127 108 116 104 107 101 106 97 99 
96 99 97 138 

29 256 137 146 124 134 119 123 116 119 114 114 
110 113 114 114 

30 296 159 169 143 154 137 140 131 139 127 126 
126 133 127 133 174 

31 340 181 194 164 176 157 161 150 156 147 150 
144 145 145 147 149 

32 390 209 221 188 202 177 184 170 180 164 173 
160 166 161 166 162 232 

33 448 239 254 214 231 204 209 196 201 189 194 
177 187 185 188 188 191 

34 512 273 291 245 262 232 239 219 229 211 221 
210 212 203 213 205 215 192 

35 585 312 331 279 300 262 271 251 258 241 247 
241 239 233 240 232 239 242 

36 668 356 377 318 340 299 307 284 294 272 281 
267 260 260 267 259 271 265 375 

37 760 404 429 360 386 340 348 321 333 306 314 
305 308 293 299 293 298 302 303 

38 864 460 487 409 438 383 394 363 373 341 357 
337 350 327 334 322 336 329 341 471 

39 982 522 553 463 496 434 445 412 424 387 399 
385 387 356 376 364 375 375 376 386 

40 1113 591 626 525 560 491 501 460 476 433 451 
427 439 417 420 402 423 410 420 415 602 
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On Gaps between Squarefree Numbers 

MICHAEL FILASETA * AND OGNIAN TRIFONOV 

Dedicated to Paul Bateman 

1. Introduction. 

A squarefree number is a positive integer not divisible by the square of 
an integer > 1. We investigate here the problem of finding small h = h( x ) 
such that for x sufficiently large, there is a squarefree number in the in­
terval (x, x + h]. This problem was originally investigated by Fogels [3]; 
he showed that for every f > 0, h = x2/5+ f is admissible. Later Roth 
[9] reported elementary arguments of Davenport and Estermann showing 
respectively that one can take h ~ x l / 3 and h ~ x l / 3(log x)-2/3 for suffi­
ciently large choices of the implied constants. Roth then gave an elementary 
proof that h = x l / Hf is admissible, and by applying a result of van der 
Corput, he showed that one can take h ~ X3/13(logx)4/13. Nair [6] later 
noted that the elementary proof could be modified to omit the f in the 
exponent to get that h ~ x l / 4 is admissible, and more recently the first 
author [1] showed that one could obtain the result h ~ x3 / 13 by elemen­
tary means. Using further exponential sum techniques, Richert [8], Rankin 
[7], Schmidt [10], and Graham and Kolesnik [4] obtained the improvements 
h ~ x2/ 9 log x, h = x9+ f where 0 = 0.221982 ... ,0 = 109556/494419 = 
0.221585 ... , and 0 = 1057/4785 = 0.2208986 ... , respectively. The authors 
investigated the problem further. They independently were able to show 
by using only elementary methods that h ~ X2/ 9 is admissible. Using ex­
ponential sum techniques, the second author [12] (also see [13]) in addition 
obtained that one may take 0 above to be 17/77 = 0.220779 ... , and the first 
author [2] obtained that the value 0 = 47/217 = 0.216589 ... is admissible. 
The purpose of this paper is to make the following improvement: 

*Research was supported in part by the NSF under grant number DMS-
8903123. 
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Theorem. There is a constant c > 0 such that for x sufficiently large, the 
interval (x,x + CX3/ l4] contains a squarefree number. 

We note that 3/14 = 0.2142857 .... Furthermore, we will show that one 
can obtain h ~ x9 with () = 8/37 = 0.216216 ... by using only elementary 
techniques. Indeed, the advancements here are at the elementary level 
and even obtaining the theorem will rely on adding the use of only the 
exponent pair (1/2,1/2). The proof of the theorem given here is based on 
combining the previous independent elementary approaches of the authors 
which implied that h ~ x 2/ 9 is admissible. 

2. Preliminaries 

Throughout this paper, we will make use of the following notation: 

c is a sufficiently large constant. 
x is a sufficiently large real number (i.e., x ~ Xo for some Xo = xo(c)). 
a, ai, b, b' , d, and u denote positive integers. 
p denotes a prime. 
() satisfies 1/5 < () ~ 1/4. In section 6, we will restrict our attention to 

() ~ 2/9. 
Cl, C2, ... denote positive constants. All such constants and implied con-

stants in the asymptotic notation of Vinogradov do not depend on c. 
h = cx9. 
¢ is a number > (). More specifically, x~ > x8.jlOgX. 
a is a real number. 
Ul, Vl, U2, V2, and J3 are positive real numbers. 

Let S denote the number of integers in (x, x+ h] which are not squarefree. 
Since [(x + h) / p2] - [x / p2] denotes the number of integers in (x, x+h] which 
are divisible by p2, we get that 

S ~ L ([ x ; h] _ [; ]) . 
p 

Now, since x is sufficiently large, we get that if p > 2.,fi, then p2 > 
x + h > x. Hence, if p > 2.,fi, then [(x + h)/p2] = [x/p2] = O. Therefore, 

where 
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and 

82 = E ( [ Z ; h] - [;2 ]) . 
$' .jlog $<P$.2.../i 

We will estimate 8 1 and 82 separately. Note that 

81 = E ([ z ; h] - [;2]) 
p~$·.jlog$ 

~ E (;2 + 1) 
P~$' .jlog$ 

00 1 
< hE n2 + 1I'(z9JiV) 

n=2 

11'2 
= h("6 - 1) + 1I'(z9 v'logz). 

By the prime number theorem or a Chebyshev estimate, we get that 
2 

81 ~ ah. 

Therefore, in order to prove the Theorem, it suffices to show that 8 2 < 
ctl z9, where (!' < 1. 

Now, 

82 = E ( [ z ; h] - [;2 ]) 
$' .jlog$<p~2.../i 

< E Md, 
z· Vlog z<d~2,.fi 

where 

Define 

8(t1,t2) = {u E (t1,t2]: 3 an integer m such that mu2 E (z,z + h]). 

Suppose that d E (z9..;Iogz,2..;z] and that for some integer m, md2 E 
(z, z + h]. Since z is sufficiently large, ~ > h so that there is at most one 
multiple of d2 in (z, z + h]. We get that 

Md = 1 <==> dE 8(z9 v'log Z, 2.JZ) 

and 
Md = 0 <==> d rt 8(z(J~, 2.JZ). 

Therefore, 82 ~ 18(z9 y'lOg"Z, 2.JZ)1. To get bounds for 18(z(J y'lOg"Z, 2.JZ)1 
we will use the following lemma. 
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Lemma 1. If 

(1) 

then 
(2) 

If 
(3) 

then 
18(zI.l3, 2Ztl3)1 <6 Z'YHtl3. (4) 

A proof of the above lemma is fairly simple and can be found in [1]. The 
lemma as it applies here is essentially contained in Roth's paper [9]. We 
shall not elaborate on the proof here. Note that this lemma converts our 
problem from estimating 18( z, v'log z, 2v'z} I to estimating 18( z4>, 2z4» I. 

3. The Halberstam-Roth Method 
In this section, we describe an elementary method which was developed 

by Halberstam and Roth [5] in studying the more general problem of gaps 
between k-free numbers (see also [1]). For the current problem, the method 
was first described by Roth [9] to obtain his elementary result mentioned 
in the introduction. We modify the method as in Nair [6]. 

Suppose that u and u + a E 8(z4>, 2z4». Then there are integers ml and 
m2 such that mlu2 E (z,z+h] and m2(u+a)2 E (z,z+ h]. Observe that 
since u and u + a E (z4>, 2z4>] , 

(5) 

and 
z ( '-24» m2 = ( )2 + 0 ez . u+a 

(6) 

Next, we construct polynomials P = P(u, a) and Q = Q(u,a) in Z[u, a] 
which are homogeneous and of degree 1 such that if a is sufficiently small, 
then mlP - m2Q = o. The idea is to make mlP - m2Q small, and then 
to see what restrictions are necessary to place on a to obtain that mlP -
m2Q = O. Note that since mlP-m2Q is an integer, to obtain mlP-m2Q = 
0, it suffices to show that ImtP - m2QI < 1. 

Since u and u + a E 8(z4> , 2z4», we get from (5) and (6) that 

(7) 
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We view the second of the three expressions above as a difference for x / u2 

modified by the appearance of the polynomials P and Q. To make this 
modified difference small, (7) indicates that we should make (u+a)2 P _u2Q 
small. Note that restricting P and Q to being polynomials of degree lIed to 
the error term 0 (cx9-<P) above which (since x is sufficiently large) is small 
in absolute value and, in particular, < 1/4. It is easy to see that making 
(u + a)2 P - u2Q small is equivalent to finding a good approximation to 
(u + a)2 / u2 as a rational function Q / P. By considering the continued 
fraction convergents of 

(u+a)2 1 
"--u--::2:-'-- = 1 + 1 ' 

(2u - a)/(4a) + (8u + 4a)/a 

we easily arrive at the choices P = 2u - a and Q = 2u + 3a. This approach 
emphasizes that we wish to make (u + a)2 P - u2Q small, but there are 
other approaches to obtaining the polynomials P and Q (cf. [1], [5]). We 
get from (7) that 

(8) 

Hence, 

I I 3 1 4<P 1 
m 1P- m 2Q <a x - +4' 

Thus, if a $ x(4<P- 1)/3/2, then m1P - m2Q = O. 
Now, we will prove that if I ~ (x<P,2x<P] with III $ x(4<P- 1)/3/4, then 

IS( x<P, 2x<P)nII ~ 2. Consider such an I. We may suppose that IS(x<P, 2x<P)n 
II ~ 2. Fix u and u + a to be the minimal elements in S(x<P, 2x<P) n I. Let 
ml and m2 be integers such that mlu2 and m2(u+a)2 E (x, x+h]. Assume 
that there is a positive integer b such that u + a + b E S(x<P, 2x<P), and let 
m3 be the integer such that m3(u+a+b)2 E (x,x+h]. Thus, by the above, 

m1P(u, a) - m2Q(u, a) = 0, m1P(u, a + b) - m3Q(u, a + b) = 0, 

and 
m2P(u + a, b) - m3Q(u + a,b) = O. 

In other words, 
ml(2u - a) - m2(2u + 3a) = 0, 

ml (2u - a - b) - m3(2u + 3a + 3b) = 0, 

and 
m2(2u + 2a - b) - m3(2u + 2a + 3b) = O. 

(9) 

(10) 

(11) 
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Combining (10) and (11) gives that 

m1(2u - a - b)(2u + 2a + 3b) - m2(2u + 3a + 3b)(2u + 2a - b) = O. 

Now, from (9), we get that 

m1((2u+ 3a)(2u - a- b)(2u+2a +3b) - (2u - a)(2u+ 3a + 3b)(2u+ 2a - b)) 

= -12ab(a + b)m1 = o. 
Clearly, this last equation is impossible. Hence, 18( xifl, 2xifl) n II :$ 2. By 
dividing (xifl, 2xifl] into [4x(1-ifl)/a] + 1 intervals of size :$ x(4if1- 1)/a /4, we get 
that 

(12) 

It follows from Lemma 1 that 18( x'I v'Jog x, 2/X) I <: x(1-1I)/a, which upon 
taking 0 = 1/4 is sufficient to show that h = cx1/ 4 is admissible. (Ac­
tually, one may take U1 = 0 + log log x/(2 log x) in Lemma 1 and obtain 
the slightly stronger result h = cx1/4(logx)-1/8. The exponent on logx 
can be decreased further by extending the range on the summation in the 
definition of 81 in section 2.) 

Before leaving this section, we note that we have established that in 
intervals of length :$ x(4if1-1)/a /4, there are :$ 2 elements of 8(xifl, 2xifl). 

4. Divided Differences 

This section is mainly based on work by the second author in [12]. The 
basic idea is to replace the use of modified differences in the previous section 
with the use of divided differences. Let I be an interval in (xifl, 2xifl] with 
III :$ x(54)-1)/6/3. We will prove that 

(13) 

Assume (13) does not hold. Then there exists non-consecutive elements 
u,u + a,u + a + b, and u + a + b + b' of In 8(x4>,2x4». Recall that in 
the previous section, we showed that in intervals of length :$ x(44)-1)/a /4, 
there are :$ 2 elements of 8(x4> , 2x4». Thus, each of a, b, and b' must be 
> x( 44>-1 )/a /4. Let M = max( a, b, b'). Let m1, m2, ma, and m4 be integers 
such that m1u2, m2(u+a)2, m3(u+a+b)2, and m4(u+a+b+b')2 E (x, x+h]. 
Let T be the integer defined by 

T = bb'(b+b')m1-b'(a+b)(a+b+b')m2+a(b+b')(a+b+b')ma-ab(a+b)m4. 

Then using (5), (6), and the corresponding expressions for ma and m4, we 
obtain that 

T= x2bb'(b+b')-( x )2 b'(a+b)(a+b+b')+( x b)2a(b+b')(a+b+b') 
u u+a u+a+ 
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- ( \ b'pab(a + b) + 0 (cM3Z'l-2~) . 
u+a+ + 

The above expression represents a divided difference of z2' Note that 
u 

M ~ z~ < u so that by the theory of divided differences or by a direct 
computation, one gets that 

T = 4abb'(a+b)(b+b')(a+b+b') Zs (1 + O(Mz-~))+O (cM3z'l-2~) . (14) 
u 

Since 4J > 8 and z is sufficiently large, the error term O(cM3z 11 -2t/l) has ab­
solute value < M3z-t/l /1024. Also, since M ~ III ~ z(St/l-1 )/6 /3, M z-t/l ~ 
z(-t/l-1)/6/3 so that the absolute value of the expression O(Mz-t/l) in (14) 
is < 1/2. Recalling that min(a,b,b') > z(4t/l-1)/3/4 and max(a,b,b') = M, 
we obtain easily that 

1 
abb'(a + b)(b + b')(a + b + b') ~ 64 z(4t/l-1) M3. 

Now, since u ~ 2zt/l, we get from (14) that 

1 (4t/l 1) 3 z ( 1) 3 z-t/l 
T> 16,x - M uS 1-2" -M 1024 ~O. (15) 

On the other hand, since M > ,x(4t/l-1)/3/4, 4J > 8, and,x is sufficiently large, 
it is easy to check that the term in (14) corresponding to O(cM3,x1l-2t/l) is 
< M6,x1-St/l. Clearly, abb'(a+b)(b+b')(a+b+b') ~ 12M6. Hence, since 
u> ,xt/l, we get from (14) that 

T < 48M6":"'(3/2) + M6,x1-St/l 
uS 

< 73M6,xl-St/l. 

Now, since M ~ III ~ Z(St/l-l)/6/3, we get that T < 73/36 < 1. But T is 
an integer, and from (15), T> OJ thus, we obtain a contradiction. Hence, 
(13) must hold. 

Dividing the interval (zt/l, 2z t/l] into [3,x(1+t/l)/6] + 1 subintervals of length 
~ ,x(St/l-1)/6/3 and using (13), we are led to 

IS(,xt/l, 2,xt/l) I ~ ,x(1+t/l)/6 for ,xllv'log,x <,xt/l ~ 2.,fi. (16) 

Note that (16) is better than (12) precisely when 4J < 1/3. In fact, we get 
from Lemma 1 and (16) that 

IS(,x1l v'log Z, zl/3) I ~ :1;<1+(1/3»/6 = ,x2/9, 

and we get from Lemma 1 and (12) that 

IS( Zl/3, 2.,fi)1 ~ ,x(1-(1/3))/3 = ,x2/9. 

These imply that one can take h = cz2/9 for the gap problem. 
Before leaving this section, we note that (12) implies that in intervals of 

length ~ ,x(St/l-l)/6/3, there are ~ 7 elements of S(zt/l,2,xt/l). 
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5. Further Differences 

In this section, we will follow the work of the first author in [1] and [2], 
modifying it with the results of the second author described in the previous 
section. First, we fix tP and define 

T( a) = {u : u and u + a are consecutive elements in S( z. , 2z')}, 

and 
t(a) = IT(a)l. 

Note that 
00 

IS(z',2z')1 $ 1 + Lt(a). (17) 
a=1 

Recall that in section 3, we proved that in intervals oflength $ z(4,-1)/3/4, 
there are $ 2 elements of S(z', 2z'). Also, we established in the previous 
section that in intervals of length $ Z(5,-1)/6/3, there are $ 7 elements 
of S(z',2z'). Let R = max{z(4'-1)/3/8,z(5'-1)/6/21}. Thus, of every 8 
consecutive elements in S(z', 2z'), there exist 2 consecutive elements of 
distance at least R from one another. In other words, we get that 

L t(a) $ 6+ 6 L t(a). 

Hence, from (17), we get that 

IS(z',2z')1 $ 7 + 7 L t(a). (18) 
a>R 

Next, we estimate the right-hand side of (18). Fix B > 0 to be specified 
later. We break up the sum on the right into 2 sums, considering R < a $ B 
and a > B separately. In the latter case, we use that 

00 z, ~ Lat(a) ~ L at(a) ~ B L t(a) 
a=1 a>B a>B 

so that z, 
Lt(a) $ [j' 
a>B 

(19) 

Now, we estimate ER<a<B t(a). Fix a, and let r be a positive inte­
ger. Partition (z',2zt/l] into -;. disjoint subintervals, say J1,J2, ... ,Jr. Let J 
denote such a subinterval and define 

TJ(a) = {u: u and u + a are consecutive elements in J n S(zt/l, 2z')} 
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and 

Note that for A > 0, 

We will complete our estimation of Ea>R t(a) in three steps. First, we will 
find an upper bound for tJ(a). Second, we will show that for many values 
of a we actually have that tJ(a) = O. And third, we will choose Band 
combine our estimates, using sums of the form given in (20), to obtain the 
results we want. 

Fix a. We now establish that 

(21) 

It suffices to show that if I ~ (x4>,2x4>] and III ~ a- I / 3x(54)-I)/3j5, then 
II n T(a)1 ~ 2. Fix such an interval I. Suppose there exist u and u + b E 
InT(a) (otherwise, IInT(a)1 ~ 1 ~ 2). Let ml, m2, m3, and m4 be integers 
such that mlu2,m2(u+a)2,m3(u+b)2, and m4(u+a+b)2 E (x,x+h]. 
Define 

Note that T' is an integer. Also, using (5), (6), and the corresponding 
expressions for m3 and m4, we may view T' as a second difference for x j u2 

modified by the presence of the polynomials 2u + a - 2b and 2u + a + 4b. 
Now, we get that 

T' = (ml - m2) (2u + a - 2b) - (m3 - m4) (2u + a + 4b) (22) 

( xx) ( 9-4» 
- (u+b)2 - (u+a+b)2 (2u+a+4b)+O ex 

= a(2u + a)x (2u + a _ 2b) 
u2(u+a)2 

a(2u + a + 2b)x 9-4> 
- (u+b)2(u+a+b)2(2u+a+4b)+O(ex ). 
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When simplifying this last quantity, we are led to the expression 

A direct computation shows that we may expand this expression to a sum 
of 82 terms of the form ±aibiuk where i + j + k = 6 and k ~ 3. Since u 
and u + bE T(a), we get that a ~ b < u. Hence, 

~ 82b3 u3 . 

Now, using that u, u + a, u + b, and u + a + b E (xtf>, 2xtf>], we get from (22) 
that 

Since IjJ > () and x is sufficiently large, the term 0 (cx8 -tf» is < 1/4. Since u 
and u+b E I and III ~ a- l /3x(5tf>-l)/3/5, we get that b ~ a- l /3x(5tf>-l)/3/5. 

Hence, IT'I ~ (82/53 ) + (1/4) < 1. Since T' is an integer, we now get that 
T' = O. 

Now, fix u and u + b' as the minimal elements in In T(a), and assume 
that there is a b > b' such that u + bEl n T( a). Let m'3 and m' 4 be integers 
such that m'3(u+b,)2 and m'4(u+a+b,)2 E (x,x+h], and let ml,m2,m3, 
and m4 be as before. Then we get from the above that 

ml (2u+a- 2b') - m2(2u+a- 2b') - m'3(2u+a+4b')+m'4(2u+a+4b') = 0 

and 

Also, we get by considering the elements u + b' and u + b' + (b - b') in 
In T(a) that 

m'3 (2(u + b') + a - 2(b - b')) - m'4 (2(u + b') + a - 2(b - b')) 

-m3 (2(u + b') + a + 4(b - b')) + m4 (2(u + b') + a + 4(b - b')) 

= m'3(2u + a - 2b + 4b') - m'4(2u + a - 2b + 4b') 

-m3(2u + a + 4b - 2b') + m4(2u + a + 4b - 2b') = o. 
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A simple computation produces from the first two of these three equations 
that 

m'3(2u + a - 2b)(2u + a + 4b') - m'4(2u + a - 2b)(2u + a + 4b') 

-m3(2u + a - 2b')(2u + a + 4b) + m4(2u + a - 2b')(2u + a + 4b) = O. 

And now using the third equation to eliminate the variables m'3 and m' 4, 
we obtain that 

(m3 - m4)((2u + a - 2b')(2u + a + 4b)(2u + a - 2b + 4b') 

-(2u + a - 2b)(2u + a + 4b')(2u + a + 4b - 2b'») = 0, 

which simplifies to 
48(m3 - m4)bb'(b - b') = o. (23) 

Now, this last equation is possible only if m3 - m4 = O. On the other hand, 

_ x x ( 8- 2<P) 
m3 - m4 - (u + b)2 - (u + a + b)2 + 0 cx 

a(2u + a + 2b)x 0 ( 9- 2<P) 
(u+b)2(u+a+b)2 + cx . 

The main term in this last expression is » xl - 3<P. Since we are only in­
terested in () satisfying () ~ 1/4 and we are only interested in ¢ satisfying 
x<P < 2Vi, we easily get that 1 - 3¢ > () - 2¢. Thus, the main term above 
dominates the error term, and we get that m3 - m4 f. O. This contradicts 
(23) and, therefore, establishes that II n T(a)1 S 2 and that (21) holds. 

Fix A ~ R. Let Cl be a large positive constant to be specified momentar­
ily. Take r = [A/(C1C») + 1 where [) denotes the greatest integer function. 
Thus, we can choose each J E {h, ... ,Jr} with IJI ~ elcA-1x<p. We will 
prove that the number of a E (A, 2A) for which tJ(a) ~ 1 is ~ eA3x(1-4<p)/3. 
In other words, for certain values of A, tJ(a) = 0 for many a E (A, 2A). 

Suppose that u E TJ(a) and u' E TJ(a+a') where a and a+a' E (A,2A). 
In particular, A < a ~ 2A and 1 ~ a' < A. By (8), we get that there are 
integers m and m' such that 

3 
a x _ (9-<P) 

2( )2 - m + 0 ex u u+a 

and 
(a + a,)3x , 0 ( 9-<P) 

--,;:2-"-----.:.--- = m + ex . 
u' (u' + a + a')2 
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By subtracting the first of these two equations from the second, we are led 
to the identity (cf. [2] for further details) 

(3a' a2 + 3a,2 a + a,3)z _, 0 (A3IJI 1-54» 0 ( 9-4» 
~---4"'-------':""- - m - m + z + cz , 

u 
(24) 

where the implied constants are absolute and, in particular, do not depend 
on C1. Denote the left-hand side of (24) by M, and note that since z4> < 
u:$ 2z4> and a' < A < a :$ 2A, we get that 3/16:$ M/(a' A2z 1-44» :$ 19. 

We now consider A ? R? Z(44)-l)/3/8. We also restrict our attention to 

1 - < A. < 1 - 30. 4 '1'- (25) 

In particular, since z is sufficiently large, A/(C1C) ? 1 so that r:$ 2A/(C1C). 
Note that since ¢ :$ 1- 30, we get that (4¢ -1)/3 ? (3¢ + 0 -1)/2. Hence, 
for any constant C2 > 64, either a' < C2C1C or a'? C2C1C > c1cA-2z34>+9-1. 
We prove that in fact if C1 and C2 are sufficiently large, then either 

(26) 

Assume otherwise so that C2C1C :$ a' :$ A-2z44>-1/60. Then, as we have 
just shown, a' > c1cA-2z34>+9-1 so that 

Also, PI :$ c1cA-1z4> implies that 

Finally, note that 
1 a'A2",1-44> < _ 

'" - 60· 

Now, 3/16 :$ M/(a' A2z 1-44» :$ 19 implies that M < 1/3. Also, we get 
that if C1 and C2 are sufficiently large, then by the above the error terms 
in (24) have absolute value < M /3 implying that 0 < M /3 < m' - m < 
5M/3 < 5/9, contradicting that m' - m is an integer. Hence, fixing C1 and 
C2 sufficiently large, we get that (26) holds. 

We now get that in subintervals of (A,2A] of length :$ A-2z44>-1/60 
there are < C2CIC + 1 choices of a for which there is a u E TJ(a). Hence, 
tJ(a) ? 1 for 
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choices of a E (A,2A]. This implies that for A ~ Rand 4> satisfying (25), 
we get now from (20) and (21) that 

(27) 

Now, fix 
B = C-3/10xC17,p-4)/13. 

By considering subintervals (A,2A] of (R, B] which are pairwise disjoint 
with the exception of possibly one pair, we then get from (27) by summing 
that L t(a) ~ x C17,p-4)/13 + XC16,p-3)/13 + X(4-4,p)/13 (28) 

R<a~B 

provided (25) holds. Although (28) will be sufficient for our main results, we 
will be able to improve on our estimates for IS( x"', 2x"') I for certain values 
of 4J by replacing B = c-3/ 10X(17,p-4)/13 above with B = c-3/ 10X(5,p-l)/5. 

From (27), we get that 

I: t( a) ~ x(5,p-l)/5 + xl / 5 log x + x(2-4,p)/3 (29) 
R<a~B 

provided (25) holds. Note that from (19) and (28), we get that since 4J < 1 

I: t(a) ~ x(16,p-3)/13 + c3/ 10x(4-4,p)/13. 

a>R 

Now, using (18) and recalling (25), we deduce that 

1 4 < 4J ~ 1- 30. (30) 
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For (J = 8/37, we get from Lemma 1 that 

Also, from (12), we get that 

and from (16), we get that 

Thus, for c a sufficiently large constant, the above combine to complete an 
elementary proof that for x sufficiently large, the interval (x, x + CX8/ 37] 
contains a squarefree number. 

Before proceeding, we comment on how one can make use of (29) instead 
of (28) above. Using (29) and the above argument gives that 

IS(xif> , 2xif» I < x(Sif>-l)/S + xl/slog x + x(2- 4if»/3 for 1 4 < (jJ ~ 1- 3(J. 

In particular, this implies from Lemma 1 that whenever () > 1/5 

< x( 4-1S9)/S + xl/slog x < x9 . 

Also, from (12), we get that in general 

Thus, we get that 

IS(X7/ 20,2y'X)1 < x 9 for every () > 1/5. (31) 

In particular, to establish a gap result for () > 1/5, it suffices to estimate 
IS(xif>,2x if»1 for (jJ < 7/20. 
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6. The Use of Exponential Sums 

We continue to follow the work of the first author in [2] making appro­
priate modifications to take advantage of the work of the second author in 
[12]. The strategy in this section is essentially the same as in the previous 
section. We will again make use of (18), (19), and (21). For A ~ Rand 
1/4 < ifJ ~ 1 - 30, we showed that tJ(a) ~ 1 for < eA3x l-44> choices of 
a E (A, 2A]. In this section, we will improve on that estimate for 0 satisfy­
ing 1/5 < 0 ~ 2/9 and for ifJ satisfying 6/23 < ifJ ~ 6/19. We will do this by 
making use of two further lemmas. The first lemma is fairly simple and can 
be found in [2]. The second lemma is well known (cf. [11]) and corresponds 
to the exponent pair (1/2,1/2). Their proofs are omitted here. 

Lemma 2. Let E = [0,,] U [1 -,,1) where 0 < , < 1/2. Let 1 : ~ H ~ 
be any function. Let S be a set of positive integers. Then for any positive 
integerK ~ 1/(4,), we get that 

11"2 11"2 

I{s E S : {/(s)} E E}I ~ 2(K + 1) ~ L e (j/(s)) + 4(K + 1) L 1, 
l:$J:$K 6ES 6ES 

where {/(s)} denotes the fractional part of I(s) and e(j/(s)) = e27rijf(6). 

Lemma 3. For fixed positive real numbers A, ifJ,j, w, and x, with A ~ 1 
and w E (x4>, 2x4>], one has that 

L e (j::) < A(jAxl-44»1/2 + (jAxl - 44>r l / 2 . 

A<a:$2A 

Fix A ~ R, and let 4> be such that 6/23 < 4> :::; 6/19. From (8) we get 
that if u and u + a E S(x4>, 2x4», then there is an integer m such that 

3 
a x ( 8-4» 

2( )2 = m + 0 ex . u u+a 
(32) 

Take r = [A3 x l - 34>-8/e] + 1 so that we can choose each J E Pl, ... ,Jr} 
with 

IJI ~ eA-3x44>+8- l . 

Fix w E J, and suppose now that a E (A,2A] and u E TJ(a). It is easy to 
deduce from (32) (cf. [2]) that 

a3 x 
w4 = m + 0 (ex 8-4» + 0 (IJIA3x l- 5 4» 

=m+O(ex8-4». 
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It now follows that there is a constant C3 such that 

{a3z} w4 E [0,,),] U [1- ,)" 1), 

where,), = c3cz9-if>. The above holds for each a E (A,2A] with tJ(a) ~ 1. 
Thus, we are in a position now to use the above lemmas to estimate the 
number of a E (A,2A] for which tJ(a) ~ 1. Indeed, if we denote this 
quantity by Q(A), we get that for any positive intger K ~ zif>-9/(4c3C) , 

11'2 ( a3z) 11'2 
Q(A) ~ 2( K + 1) L L e j -;;;r + 4( K + 1) L 1 

l~j~K A<a9A A<a~2A (33) 

Our choice for K will depend on A. Let 

B = z(9if>-2)/S, 

and set 
B' = max{R,z(Sif>-2)/5}. 

We take 
K _ {[A-2z4if>-1] + 1 for R ~ A < B' 

- [A-1/ 3z(4if>-1)/3] + 1 for B' ~ A ~ B. 

We do not concern ourselves with the case that B' ~ z(9if>-2)/S since then 
EB'<a<B t(a) is vacuously 0 and our final estimates for this sum will easily 
hold. Straight forward calculations verify that for 1/5 < 8 ~ 2/9 and 
8 < t/J ~ 6/19, K ~ zif>-9/(4c3C) so that (33) holds. Note that if there is an 
A E [R, B'), then B' = z(Sif>-2)/5. Thus, for R ~ A < B', we get that since 
t/J> 6/23, 

A-2Z4if>-1 > z(4if>-1)/5 ~ 1. 

Also, for A ~ B, we get that since t/J > 6/23, 

A- 1/ 3Z(4if>-1)/3 ~ z(23if>-6)/24 ~ 1. 
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Hence, for R:5 A < B', 

and for B' :5 A :5 B, 

A- 1/ 3 X(44)-1)/3 < K:5 2A- 1/3x(44)-1)/3. 

Thus, from (33), we get that 

Q(A) ~ A 1/2 +A3x 1- 44> ~ A 1/2 for R:5 A < B', 

and 
Q(A) ~ A4/3x(1-44»/3 + A-1/3x(44)-1)/3 ~ A4/3x(1-44»/3 

for B' :5 A :5 B. 

Now, we recall that r = [A3x1- 34>-8/e] + 1 and max1:$k:$r{IJkl} < 
eA-3x4H8-1. We may consider only e ~ 1. Now, since R ~ x(44)-1)/3/8, 

A3x1- 34>-8 ~ R3x 1- 34>-8 ~ x4>-8 /83 ~ 1 

so that r:5 2A3x 1-34>-8. Using this estimate for r with R:5 A < B', we 
get as in (27) that 

" t(a) ~ r + r (max {IJkIlA1/3x(1-54»/3 + 1) Q(A) 
L..t 1<k<r 

A<a:$2A - -

~ A7/2x 1- 34>-8 + A5/6x(1-24»/3. 

And with B' :5 A :5 B, we get that 

l: t(a) ~ A3x 1- 34>-8 + A 13/3x(4-134>-38)/3 + A 5/3x(2-64»/3. 

A<a:$2A 

We now restrict our attention to 9 ~ 4/19 and recall that ¢ :5 6/19. By 
dividing the intervals (R, B'] and (B', B] into intervals of the form (A, 2A] 
and summing, we now obtain that 

~ x(84)-2)/5 x1- 34>-8 + x(84)-2)/5 x(1-24»/3 ( ) 7/2 ( )5/6 
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and 

L t(a) <t:: B3z 1- 34>-8 + B 13/ 3z(4-134>-38)/3 + B 5/ 3z(2-64»/3 

B'<a~B 

The above now imply that 

L t(a) <t:: z(2-4»/8. 
R<a~B 

On the other hand, we get from (19) that 

L t(a) ~ z(2-4»/8. 
a>B 

Assuming that (} ~ 4/19 and combining the above with (18) now gives that 

IS(z4>, 2z4»1 <t:: z(2-4»/8 for 6/23 < ¢ ~ 6/19. (34) 

We take (} = 3/14 > 4/19. Since 2/7 > 6/23, we now obtain from Lemma 
1 and (34) that 

IS(z2/7,z6/19)1 <t:: z3/14. 

Using Lemma 1 with (16) and (30), we have that 

and 
IS(z6/19, z7/2°)1 <t:: c3/10z4/19 <t:: Z3/14, 

respectively. Combining these estimates with (31) now implies the theorem 
stated in the introduction. 
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Some Arithmetical Semigroups 

A. S. FRAENKEL, H. PORTA, AND K. B. STOLARSKY 

Dedicated to Paul T. Bateman on the occasion of his retirement 

1. Introduction 

The peculiar multiplication rule 

n x m = {3/2)nm 

is associative but does not always produce an integer for integers nand m. 
If we try to force the result to be an integer by truncation, i. e., by 

n x m = L{3/2)nmJ 

we no longer have an associative multiplication. For example (3 x 5) x 7 = 
231, while 3 x (5 x 7) = 234. It would seem exceptional to find associativity 
in operations whose definition involves truncation. Our object is to study 
several such exceptional operations. 

Our investigation involves properties of sequences of the form L na J 
where a is real and n = 1,2,3, ... These are known as Beatty sequences. 
They arise, for example, in the study of continued fractions, ergodic theory, 
Wythoff's game, and quasicrystallography. An extensive bibliography on 
them can be put together from [10]' [15]' [17), and the references therein; 
see also [1], [4] (Volume 1, pp. 62, 76-77), [5], [6]' [7], [8]' [11], [12], 
[13]' and [14]. It is in this framework that we place the present paper. In 
section 5 we announce a result stemming from this study that relates to a 
paper of P. T. Bateman and A. L. Duquette ([2]). 

Research by A. S. Fraenkel partially supported by BSF Grant 85-00368, 
Israel 
Research by H. Porta partially supported by CONICET, Argentina 
Research by K. B. Stolarsky partially supported by ONR Grant N00014-
85-K-0368 
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2. Wythoff pairs and the KLM formula 

Let 4J = (1 + ../5)/2 denote the golden mean and for any real number 
x denote by l x J its integer part and {x} its fractional part. Thus x = 
lxJ + {x}, LxJ is an integer, and 0 $ {x} < 1. For n an integer, set 
a(n) = Ln4JJ, b(n) = ln4J2J(= a(n) + n) and c(n) = Ln4J-1J(= a(n) - n). 
The vectors W(n) = (a(n),b(n)) are called Wythoff pairs ([8], [14]). The 
sets A = {a(n); n ~ I} and B = {b(n); n ~ I} form a partition of the set 
Z+ of positive integers by Beatty's "a-1 + {3-1 = 1" theorem (see [3]), 
since 4J- 1 + 4J- 2 = 1. There is an equivalent way to see this property: a 
positive integer m is in A or in B according to whether {m4J} > 4J- 2 or 
{m4J} < 4J- 2 (notice that {m4J} 'I 4J- 2 for m ~ 1). Carlitz et al. (see 
[5]) have proved that all words d1d2 ••• dk(n), where di = a or di = b 
for each i = 1,2, ... k, can be calculated as maps Z+ - Z+ in "linearized" 
form: d1d2 ••• dk(n) = Ka(n)+Ln+M for appropriate integers of K, L, M. 
Here we use "word" to indicate a finite composition of a's and b's, in any 
order, as a map form Z to Z. Not all choices of K,L,M represent words: 
K = 1, L = 0, M = 1 fails to give a word. The linearized forms for arbitrary 
integers K, L, M are not always closed under composition, but the following 
result is of considerable help in calculating such compositions. 

Theorem 1 (the KLM formula). For any integers K, L, M, n we have 

a(Ka(n) + Ln + M) = Kb(n) + La(n) + LM4J + (L4J - K){n4J}NJ 

Proof: Denote the right hand side of the formula by R. Then 

R = Ka(n) + La(n) + Kn + lM4J + (L4J - K)(n4J - a(n))NJ 
= Ka(n) + lM 4J + Ln4J + Ka(n)(4J - I)J 
= l(M+Ln+Ka(n))4JJ =a(Ka(n)+Ln+M). 

3. Operations on integers 

We introduce two maps: w : Z - Z[4J]' and z : Z - Z[4J] as follows: 

w(n) = b(n) - a(n)4J 

z(n) = -a(n) + n4J. 

We have z(n) = {n4J} by definition of a(n) and w(n) = b(n) - a(n)4J = 
{n4J} / ¢1. The irrationality of ¢1 implies that both wand z are one to one. 
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Theorem 2. The operation on integers n t m = nm - na(m) - a(n)m 
satisfies z(n t m) = z(n)z(m). In particular n t m is associative. 

Proof: z(n)z(m) = (n¢J - a(n))(m¢J - a(m)) = k + /¢J where k = nm + 
a(n)a(m) and / = n t m. Since k + /¢J = z(n)z(m) satisfies 0 ~ k + /¢J < 1 
we conclude that z(n)z(m) = k + /¢J = {k + /¢J} = {/¢J} = z(l). 

Corollary 1. The set of real numbers {n¢J }, n E Z is closed under ordinary 
multiplication. 

Proof: z(n t m) = z(n)z(m) means {(n t m)¢J} = {n¢J}{m</>}. 

Corollary 2. a(n t m) = -nm - a(n)a(m). 

Proof: 0 = Lz(l)J = Lk + /¢JJ = k + L/¢JJ = nm + a(n)a(m) + a(/). 
We can interpret Corollary 1 as saying that the equation {P¢J} 

{n¢J}{ m¢J} in the integer p has the solution p = n t m. Here is a related 
equation: 

{P¢J} {n¢J} {m¢J} 
¢J = -¢J- . -¢J-' 

The solution of this equation is p = n t 1 t m. In fact, this follows from 
z(n t 1 t m) = z(n)z(1)z(m) = z(n){¢J}z(m) and from ¢J- 1 = ¢J - 1 = {¢J}. 
More generally: 

Theorem 3. For any s = 1,2, ... the Diophantine equation 

has the solution 
p=nt((-1)·+lF.)tm 

where F. is the sth Fibonacci number defined by Fl = F2 = 1, and Fn = 
Fn - 1 + Fn - 2 for n ~ 3. 

Proof: Since ¢J- 1 = {¢J}, the formula amounts to 

{P¢J} = {n¢J}{ m¢J}{ ¢J y. 

The result follows from the identity z( (-1 )'+1 F.) = {¢J}'. 
This suggests that we define an operation 

for each s E Z+. This operation will necessarily be associative. In fact it 
is possible to say a little more: 
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Theorem 4. The operations nO, m are associative and the maps z, (n) = 
{ntP}¢'-' satisfy z,(n 0, m) = z,(n)z,(m). Further, the operation nO, m 
has the following explicit formula 

Proof: Only the explicit formula needs proof. We use the identity 

Then 

k t ((-1)'+1 F,) = (_1)'+1 kF, - k( _1)'+1 F'+1 - a(k)(( _1)'+1 F,) 

= (-I)'+l(k(F, - F -1- 1) - a(k)F,) 

= (-I)'(kF,_l + a(k)F/). 

Now, using a(n t m) = -nm - a(n)a(m) (Corollary 2): 

n 0, m = n t (( -1 )'+1 F,) t m 

= (-I)'(n t mF,_l + a(n t m)F,) 

= (-I)'((nm - a(n)m - na(m))F,_l + (-nm - a(n)a(m))F,) 

= (-I)'(nmF,_2 + a(n)mF,_l + na(m)F,_l + a(n)a(m))F,) 

as claimed. 
The special case of n O-1 m is denoted by n * m in [12], and has the 

formula n O-1 m = n*m = nm + a(n)a(m). 
We present now a slightly more general case. Suppose gk, k = 1,2, ... 

is a sequence of integers satisfying gH2 = gk + gH1. This means that 

Define next 

gk = (gl - gotP- 1 )tPk + (gotP - gl)tP-k 

= gO(tP- H1 - tPk- 1) + gl(tPk - rk). 

A~ = gkm + gH1a(m), 

~k = gH1 - gktP· 

Notice that -~o is the coefficient of tP- k in (i). 

Lemma 1. 
-1 .. ej = (T)1-'~i 

A~tP - A~+1 = eHdmtP}. 

( i) 

( ii) 

( iii) 



Proof: 

SOME ARITHMETICAL SEMIGROUPS 

en4> = gn+14> - gn4> - gn 
= (gn+1 - gn)4> - gn 

= -(gn - gn-14» = -en-1 
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and therefore by induction en 4>' = (-1)' en-', which is equivalent to (ii). 
Also: 

A~4> - A~+1 = (gkm + gk+1a(m))4> - (gk+1m + gk+2a(m)) 

= (9k4> - gk+t)m + (gk+14> - gk+2)a(m) 

= -ekm - ek+1 a(m) 

= ek+1(m4> - a(m)) = ek+1 {m4>}, 

and this proves (iii). 
Remark: Taking go = 0, g1 = 1, g2 = 1, and k = 0 in formula (iii) we get 
an alternate proof of b(m) - a(m)4> = {m4>}/4>. 

Proposition 1. If 0 ~ ek+1 < 4>, then 

a(A~a(n) + A~n) = A~+2a(n) + A~+1n 
Proof: We have by the KLM formula: 

a(A~+1a(n) + A~n) = A~+1b(n) + A~a(n) + 1 

where 

By formula (iii), 

and therefore 1 = o. Also 

A~+1b(n) + A~a(n) = (A~+1 + A~)a(n) + A~+1n 
= A~+2a(n) + A~+1n, 

and (iv) follows. 

Theorem 5. If 0 ~ ek+1 < 1, then the operation 

m Xk n = gkmn + gk+1(ma(n) + a(m)n) + gk+2a(m)a(n) 

is associative and 

1 Xk m Xk n = (g~ + g~+1)lmn 
+ (gkgk+1 + gk+1gk+2)(1ma(n) + la(m)n + a(1)mn) 

+ (g~+1 + g~+2)(1a(m)a(n) + a(1)ma(n) + a(1)a(m)n) 

+ (gk+1gk+2 + gk+2gk+3)a(1)a(m)a(n) 

(iv) 

( v). 
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Proof: Observe that 

and therefore 

1 Xk (m Xk n) = A~+1a(A~+1a(n) + A~n) 
+ A~(A~+1a(n) + A~n) 

Apply now Lemma 1 to obtain 

1 Xk (m Xk n) =A~+l A~+2a(n) +A~+l A~+ln 

+ A~ A~+1a(n) + A~ A~n 
Expanding according to the definition of Ai we get that 1 x k (m x k n) is 
equal to the right hand side in formula (v). This in turn proves that Xk is 
associative by symmetry. 

An alternate way to write (v) is the following: for ( = 0, 1 let us set 
af(n) = n if ( = 0 and af(n) = a(n) if (= 1. Then: 

1 Xk m Xk n = L(9k9k+O+P+"Y + gk+1gk+1+o+P+"Y)a°(1)aP(m)a"Y(n) 

where 0:, f3, 'Y range over all choices of 0, 1 (cf. [11]). 

Example 1: Take for gk the Fibonacci numbers, i.e., gl = 1, g2 = 1. Hence 
~o = 1 and ~k+1 = (-1/4>t(k+1). Therefore the condition in Proposition 1 
is satisfied for k = -1, 1,3,5, ... The corresponding associative operations 
are: 

m X_1 n = mn + a(m)a(n) 
m Xl n = mn + ma(n) + a(m)n + 2a(m)a(n) 

m X3 n = 2mn + 3ma(n) + 3a(m)n + 5a(m)a(n) 

and so on. 

Example 2: Take for gk the Lucas numbers, i.e., g1 = 1, g2 = 3. Then 
~o = 1- 2</1, ~k+1 = (-1/4»-(k+1)(1- 2</1) and the condition of Proposition 
1 holds for k = 0, 2, 4, ... The associated operations are 

m Xo n = 2mn + ma(n) + a(m)n + 3a(m)a(n) 

m X2 n = 3mn + 4ma(n) + 4a(m)n + 7a(m)a(n) 

m X4 n = tmn + llma(n) + lla(m)n + 18a(m)a(n) 

and so on. Writing the triple product as 

1 Xk m Xk n = Pklmn + Qk(1ma(n) + ... ) 
+ Rk(la(m)a(n) + ... ) + Sk a(1)a(m)a(n) 

one can prove easily that Pk = Qk = Rk = Sk (mod 5). This congruence 
holds also for the numbers generated by g1 = 1, g2 = 8 but fails for the 
Fibonacci numbers and for all the choices g1 = 1, 4 ~ g2 ~ 7. 
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4. Operations on pairs of integers 

We consider now operations on pairs of integers. By the interpretation 
ofWythoffpairs W(n) as the real numbers w(n) or z(n) we have associative 
operations on the Wythoff pairs themselves. In particular the product 
induced by * coincides with the matrix product of the associated matrices 

W(n) ~ M(n) = (!~:~ a~)). 

This can also be viewed as a two dimensional representation of (Z, *) defined 
by 

p : n ~ M (n) = (!~:j a~)). 
As a real representation p is totally reducible with invariant subspaces gen­
erated by the vectors 

In other words, p is the sum zEBz' where z is the function defined above and 
z'(n) = b(n)4>+a(n). These functions can be alternatively characterized as 
the bounded and unbounded one-dimensional representations of (Z,*). 

Similar operations can be defined on all pairs of integers. 

Theorem 6. Let 

tij(n) = (j -/)a(n) + (c(j) - c(l))n + j. 

Then the operation 0 on Z x Z defined by 

(j, I) 0 (n, m) = (ij/(n), tj/(m)). 

is noncommutative but associative. 

The natural setting for this theorem involves the integers extended 
with an additional element 8. Details appear in [14]. In particular the 
following proposition can be proved with the help of the KLM formula. 

Proposition 2. 

(a(n),8) 0 (a(m),8) = (a(n *m),8) 

(0, n) 0 (0, m) = (0, n t m) 

Theorem 7. Define nEB m = -n t m + n + m. Then 

(j, 8) 0 (k, 8) = (j EB k, 8). 
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In particular $ is associa.tive. 

The key to much of this is to identify the Wythoff pairs with 3 x 1 
column vectors with components a(n), b(n), and 1, and to determine all 
affine transformations (3 x 3 matrices with final row (0,0,1)) that map the 
set of all these 3 x 1 vectors back into itself. 

Note that 
(i,j) ® (1,1) = (i,j) 

so that multiplication of diagonal elements is not commutative. Also the 
operation 

n <> m = a(n)a(m) + na(m) + a(n)m 

is not associative; in fact (1 <> 2) <> 3 #; 1 <> (2 <> 3). We introduce it because 
of the following relations between *, t and <>. 

Proposition 30 
1) a(n t m) = -n*m 
2) a(n*m) = n<>m 
3) n*m = n<>m+n t m. 

It is also of interest to note the following identites, vaguely reminiscent 
of the scalar triple product of vector analysis, a product that also involves 
a nonassociative operation. 

Proposition 40 
1) (n*m)<>p= n<>(m*p) 
2) (ntm)<>p=n<>(mtp). 

The associative operations also satisfy a relation of this sort, namely: 

Proposition 50 

(k t m) *n = k*(m t n) = k t (m*n) = -a(n t m t k). 

All of the above are verified by straightforward calculations. 

50 PV Analogues 

For an introduction to PV theory see [16]. The function field analogue 
of PV theory was first developed by P. T. Bateman and A. L. Duquette 
(see [2]). The p-adic analogue goes back to Chabauty (see [6]); for more 
references see [9]. 

The PV theory is nicely motivated by the question "under what cir­
cumstances can {an} tend (or tend rapidly) to ° modulo 1 if 
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where A > I?". We shall ask a sort of "naive p-adic question" consonant 
with the subject of the paper. If pe(n) is the highest power of the prime p 

dividing LanJ, can e(n) -+ 00 as n -+ oo? In other words, can vp(lanJ) -+ 0 
where vp is the usual p-adic valuation? What if we replace the second 
recurrence by an+! = L AanJ or by something similar with more terms and 
possibly other multipliers? 

Theorem 8. There is a prime p and real numbers a, b, c all greater than 1, 
with a badly approximable and b/p, c/p not integers, such that vp(an ) -+ 0 
where an is defined inductively by 

The theorem is phrased so as to suggest various more general problems. 
we in fact can show that the highest power of 5 dividing an, where 

and ¢ is the golden mean, tends weakly monotonically to 00 with n. For 
a chosen at random we conjecture that the existence of such a prime has 
probability zero. 

6. Further extensions 

A. Fraenkel has generalized many of the results of this paper, and of 
[12], [13], and [14], to algebraic integers of the form 

2- d+v'd2+4 
a= 

2 

where d is any positive integer (the case d = 1 gives a = ¢). In particular, 
he established the following generalized KLM-formula: 

Proposition 6. Let K,L,M be integers such that dlK and diM. For 
every integer n we have 

K M 
a( -a( n) + Ln + -) = 

d d 
K K M 

("d(2 - d) + L)a(n) + Kn + L(L - ~){na} + -;raj. 
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Norms in Arithmetic Progressions 

J. B. FRIEDLANDER AND H. IWANIEC 

To Paul Bateman, with friendship and respect 

The study of the distribution of various number theoretic functions in 
arithmetic progressions has long been a topic of concern and has in recent 
years received new impetus from outside sources such as exponential sums 
over varieties [D, B, H] and from those occurring in the theory of auto­
morphic forms [D-I]. Particular examples are squarefree numbers [HBl], 
primes [Fo-I, B-F-I] and divisor functions [Fo, F-Il, F-I2, HB2]. 

The case of the divisor functions serves as a good model for the general 
study. Let Tk(n) be the number of representations of n as the product of k 
positive integers. The generating Dirichlet series of Tk(n) is 

(k(S) = LTk(n)n-3 = ((s)k 
n~l 

and this offers one way to attack the problem by twisting with Dirich­
let characters and using the theory of Dirichlet polynomials [Hu, F-I2]. 
This technique works for other arithmetic sequences (bn ) whose generating 
Dirichlet series factors in a similar way. Thus let F be a cyclic extension 
of Q of degree k, discriminant .6. and let bk(n) be the number of represen­
tations of n as a norm. In this case the generating Dirichlet series is the 
Dedekind zeta function of F which is known to factor as a product of k 
Dirichlet L-functions. The results of [F-I2] carryover to give corresponding 
statements. An example is 

Theorem 1. As x -+ 00 we have 

L b5(n) "" ..2.. IT (1- _1 ) x 
n:$x ¢(q) plq Np 

n::a (q) 
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for ad and q coprime, uniformly in q < x9/ 20- f • 

The other statements of [F-I2] extend in the analogous fashion; in fact 
in certain cases for k 2:: 7 these statements may be strengthened using re­
cent work of Burgess [Bu]. If the field extension is not cyclic, the lack of 
a complete factorization seems to be a serious obstacle to getting corre­
sponding results for the general case. An analogous situation occurs for the 
symmetric powers of L-functions attached to modular forms [5]. 

For T2 and T3 better results follow by the employment of Fourier analysis 
and estimates for Kloosterman sums. Thus independently Selberg and Hoo­
ley (unpublished) obtained, using the Weil bound for Kloosterman sums, 

L T2(n) "" /(q)xlogx 
n<x 'I' q 

n:G (q) 

uniformly for (a, q) = 1 and q < x2/ 3- f • Fouvry [Fo] was able to obtain this 
for the additional range X2/ 3+f < q < x1- f , for almost all q, by employing 
estimates from the theory of automorphic forms. 

For T3 the authors [F-Il] used estimates for exponential sums in three 
variables (deduced from Deligne's work [D, F-Il Appendix]) to obtain 

L T3( n) "" A,c(q) x(log X)2 
n<x 'I' q 

n:G (q) 

in the range (a,q) = 1, q < xt+2h-f. Further improvements have been 
given in [HB2]. Here we consider sums of the type 

nln2n 3<x 
nln2n3:a(q) 

count integers nl ~ x/n2n3, nl == an2n3 (q) by Fourier analysis, and in 
so doing we are led to the consideration of incomplete Kloosterman type 
sums. Two theorems [F-Il] were proved to estimate the latter sums. In 
each case the method may be extended to sums weighted by an arbitrary 
additive character, and this allows the treatment of sums of the type 

L L Le((ml+~n2+,n3)' 
nln2n 3<X 

nln2n 3:a(q) 

where o:,~" are fixed rational numbers. By way of Gauss sums we return 
to sums with multiplicative characters 

L L L tPl(nt}tP2(n2)tP3(n3). 
nln2n 3<X 

nln2n 3:a(q) 
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Combining this with the factorization of the cyclic cubic field 

(F(S) = L(s,Xo)L(s,X)L(s,X2) 

with tPi = Xo, tP2 = X, tP3 = X2, we prove the following result. 

Theorem 2. As x -+ 00 we have 

L b3 (n) '" ~ II (1- _1 ) x 
n~z tjJ(q) plq N p 

n:o(q) 

267 

for a~ and q coprime, q squarefree, uniformly in q < xt+rlo- f • 

Presumably this holds also for q not squarefree and can be sharpened as 
in [HB2]. Analogously one may get 

L b2(n) '" ~ II (1 - _1 ) x 
n~z tjJ(q) plq Np 

n:o(q) 

for all q < x 2/ 3- f and for almost all q in the range X2/ 3+f < q < xl-f. Also 
one should be able to evaluate the contribution of ideals in a fixed class, 
using ideas from Linnik's ergodic method. Note that the restriction of the 
summation to one class means we are counting values of a quadratic form 
in an arithmetic progression. It would be interesting to do the same thing 
in the cubic case. 
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Lower Bounds for 

Least Quadratic Non-Residues 

s. W. GRAHAM AND C. J. RINGROSE 

Dedicated to Paul Bateman 

1. Introduction 

Let p be a prime, and let np denote the least positive integer n such that n 
is a quadratic non-residue mod p. In 1949, Fridlender [F] and Salle [Sa] 
independently showed that np = Q (logp); in other words, there are infinitely 
many primes p such that np ~ c logp for some absolute constant c. In 1971, 
Montgomery showed that if the Generalized Riemann Hypothesis is true, then 

np = Q(logploglogp) . (1.1) 

In this paper, we give an unconditional sharpening of the Fridlender-Salie 
result. 

Theorem 1. np = Q (logplog log logp ). 

Ron Graham has pointed out that our result has an application to the 
quasi-random graphs. Define the Paley graph Qp as follows. Let p be a 
prime with p == 1 mod 4. The vertices of Qp are the integers 1 ,2, ... ,p, 
and {i ,j} is an edge if and only if 

Qp is a quasi-random graph in the sense of Chung, Graham, and Wilson 
[CGW]. However, Qp deviates from a random graph in the following way. 
The expected size of the largest clique in a random graph is 
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(1 + o(I»210gp/log2. Our results show that for infinitely many p, Qp has a 
clique of size ::. logplogloglogp. (Actually, this requires a slight 
modification of our results; see the comments at the end of the paper.) 

To explain the ideas behind our proof, we first reproduce Montgomery's 
conditional argument. Let y be a real number to be chosen later, and set 

Py = { p : pis prime and ( PI ) = 1 for all PI S Y } . (1.2) 
P 

Then 

L logp = 2-1t(y) L n (1 + ( PI » (1.3) 
peP, %<p~2zPI~y p 

%<p~2z 

= 2-1t(y) L L logp X",(p) 
"'lP, %<p~2z 

Here, P y = n PI and Xm is the character determined by quadratic reciprocity 
PI ~y 

so that 

Xm(p) = n(PI) . 
PI!'" P 

(1.4) 

Note that Xm is primitive and that its modulus is either m or 4m. If the Gen­
eralized Riemann Hypothesis is true, then 

L Xm(p)logp = E(m)x + o (x1l2log2p + x1l2log2x) , 
%<p~2z 

where E(m) = 1 if m = 1 and E(m) = 0 otherwise. Therefore 

L logp = 2-1t(y)x + 0 (XliV + x 1I2log2x ) 

%<p~2z 
peP, 

This is positive if y S clogx log log x for some sufficiently small positive con­
stant c, and (1.1) follows. 
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To prove Theorem I, we need an unconditional bound for the sum on the 
right-hand side of (1.3). (For technical reasons, we use a weighted version of 
this sum.) One way of obtaining bounds for character sums is to use zero­
density estimates and zero-free regions for Dirichlet L-functions. The classi­
cal theorem on zero-free regions ([D], Chapter 14) states that if X is a Diri­
chlet character mod q, then there is a positive constant C1 such that L(s ,X) 
has at most one zero in the region 

C1 
0'~1----­

log q(1 t 1+ 1) 

This result does not suffice for our purposes. However, in his thesis [R], 
Ringrose showed that for characters of certain moduli, the above zero-free 
region may be widened. We shall prove a variant of this result, which we 
state as 

Theorem 2. Let Xm be as defined in (1.4), and define 

L(s, Py) = IT L(s ,XIII) . 
mtP, 

Then there is a constant C1 such that L (s , P y) has at most one zero in the 
region 

C1(loglogP )112 
0'>1- y ,ltl~logPy. 

10gPy 

The exceptional zero, if it exists, is real. 

For our purposes, we can avoid the exceptional zeros entirely. We do this 
by employing an argument of Maier ([Mal. Lemma 1.) 

Theorem 3. Let C1 be as in Theorem 2. There is a sequence of values 
{Yv}; =0 such that Yv -7 00 and whenever Y = Yv, L(s ,Py) has no zeros in 
the region 

C1(loglogPy)1I2 

0'>1- 210gPy ,ltl~logPy. 
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We also need the following result on the density of zeros of L functions. 

Theorem 4. Let Nl ( a) denotep the number of zeros of L (s , P y) in the rec­
tangle 

Let ko = ["loglogPyl and 

leo 
111 = . 

2(21co - 2) 

Then there is a constant C2 such that 

Nl (a) <: -JloglogPexp(C2(1- a)logP(loglogP)-1I2) if a ~ 1-111 

and 

An important feature of Theorem 4 is that it is sharp near (J = 1. Another 
important feature is that the bound for Nl (a) is smaller than peel-a) for any 
c. The key tool for proving Theorems 2 and 4 is the following character sum 
estimate. 

Theorem 5. Suppose that q = 2ar, where 0 ~ a ~ 3 and r is an odd 
square-free integer, and that X is a non-principal character mod q. Let p 
denote the largest prime factor of q. Suppose also that k is a non-negative 
integer, and let K = 21. Finally, assume that N ~ M. Then 

1 _ ..!:!:L J:2+3k+4 _1_ 3J:2+11l+8 ..!:!:L 
L X (n) <: M SK-2 P 32K-8 q 8K-2 (d(q» l6K-4 (log q) 8K-2 (J-l (q) . 

M<nsM+N 
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A classical result of van der Corput states that 

1-..!!:L _1_ 
L n-it <: M 8K-2 t 8K- 2 + tM"1 . 

M<nSM+N 

Thus Theorem 5 is a q-analogue of van der Corput's result. Heath-Brown 
[He] gave a qT-analog of van der Corput's result in the case k = O. In other 
words, he gave an estimate for L X (n) nit that is non-trivial in terms 

M<nSM+N 
of t and reduces to Theorem 5 when k = 0 and t = O. For our purposes, we 
need a q-analog for arbitrary values of k, but we do not need qT-analogs. 

Theorems similar to Theorems 2 and 5 were given by Ringrose in his 
thesis [R]. However, since that material is not widely available, we shall 
give the complete proofs here. We note that in fact, Ringrose proved the fol­
lowing result about zero free regions. He showed that there exists a positive 
constant C3 with the following property. Suppose that q is a square-free 
integer whose largest prime factor is p. Then the function II L (s , X) has 

X mod q 

at most one zero in the region 1 - W(q,n ~ cr ~ 1, It I ~ T(q), where 
W(q,n = 

C3 . {log log q 1 
mID logq '(logqlogd(q))112 

1 
, (logqlogp)1/2 ' 

log(logq/(log(T(q)+2))) } . 
logq 

The proof of Theorem 4 is modeled on Jutila's proof of Linnik's Density 
Theorem [J]. 

Notation: We use the variables C1 , C2 , ..• to denote unspecified positive 
constants that occur in the statements of our main theorems. The meanings 
of C1 , C2 , ... will stay fixed throughout the paper. The variables 
Cl , c2' ... are used for other, less important, unspecified positive constants. 
The numbering of these constants will begin anew in each section. 

We use d(q) to denote the number of divisors of q, and we use cra(q) to 
denote y. 

djq 
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2. Preliminaries 

We will consider the weighted sum 

1: (logp) (e-Pl'bc - e-P!Z) 
peP, 

z112 <P S z2 

For technical reasons, we assume that y < x1l2• To prove the theorem, it 
suffices to show that there are arbitrarily large x for which the above sum is 
positive when y = clogxlogloglogx. 

We may rewrite the above sum as 

= 2-1t(y) 1: (logp)(e-p/2% - e-P!Z) II (1 + (E!.) (2.1) 
z1/2<psz2 P1Sy P 

= 2-1t(y) 1: 

Now let 

S(m) = 1: (logp)(e-p/2% - e-P!Z)x".(p) (2.2) 
z112<psz2 

Then 

1 2-;00 L' 
S(m) = 2- . J . -L (s, x".)XS K(x,s) ds + O(x1l2Iogx) , (2.3) 

Xl 2+1 00 

where 
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We pull the line of integration to Re s = -3/4. K(s) has no poles in the strip 
-314 S Re s S 2 since the pole of r (s) at s = 0 is canceled by the zero of 
({2x)8 - x8 ). Thus the only poles of the integrand in (2.3) occur at the zeros 
p = ~ + iyof L(s, x.m), and 

S(m) = E(m)x -l: «2x)P - xP)r(p) + O(x1/2 10gx) . 
p 

Here, E(m) = 1 if m = I and 0 otherwise, and the sum is over all zeros with 
o S ~ < 1. Now the number of zeros up to height T is <: Tlog PT and 
K( CJ + it) <: xCJI tie -ltf/2. Therefore, the contribution of the zeros with 
m ~ 10gP is <: 1. The zeros with ~ S 1 - £ and IYI S 10gP contribute 

<: N(I - £, 10gP; Xm)x 1 - e <: x1 - e log2p . 

Combining these observations with equations (2.1) through (2.3) yields 

where 

l: (logp)(e-pl2x - e-p/X) 
peP, 

p>x1I2 

= 2--11:(Y)x + O(x1 - elog 2p + 2--11:(Y)T) , 

Let Nl (a) be as defined in the statement of Theorem 3. Then 

where 

(2.4) 
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(2.6) 

We will return to the evaluation of I in Section 9. 

3. A q-analog of the A-process 

The method of exponent pairs is a method for bounding sums of the form 
L elf(n)). The method is based on two processes, which have come 

M<nSM+N 
to be known as A and B. (See [T], Section 5.20 or [I], Section 2.3 for more 
details.) The B-process is essentially the Poisson summation formula, and the 
A-process is an application of Cauchy's inequality. 

In this section, we develop a q-analog of the A-process, and we use it to 
study sums of the form L X (n), where X is a primitive character 

M<nSM+N 
mod q. This involves the use of several divisors of q, whose product also 

divides q. We then decide how large we would like these divisors to be in 
order to obtain the optimal estimate. 

Throughout this section, we will be making the following assumptions: 

q = 2a. r , 0 ~ ex. ~ 3, and r is an odd square-free integer. (3.1a) 

X is a primitive non-principal character mod q. 

qo , ql, ... qk are divisors of q . 
k 

ITqilq. 
i=O 

N~M. 

It will also be convenient to set 

_{x(n) ifM+l~n~M+N, 
~ ( n) - 0 otherwise. 

and to write 

s = L~(n). 
n 

(3.1b) 

(3.1c) 

(3.1d) 

(3.1e) 

(3.lf) 
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Let H be a positive integer. Then 

By Cauchy's inequality, 

N+Hqo =----H 

say. If H ~ N/qo then 

Up to now, we have assumed that H is a positive integer. However, if we 
assume only that H > 0 and let H' = [H] + 1, then we may write 

Since I So(O) I ~ N and So(h) = So (-h), we obtain 

(3.2) 

If we set H = Ho = N/qo then we get 
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1 S 12 S 2N qo + 4 qo L 1 So (h) 1 • 
1 SIISHO 

We now it.emte the above process. Upon squaring (3.2) and applying 
Cauchy's inequality, we obtain 

Applying (3.2) to the inner sum, we obtain 

where 

Sl (ho, hd = 1:;(m);(m + hoqo);(m + hi qd;(m + hoqo + hi qd 
m 

If we set Ho = Nqii1 and HI = Nql1, then we may write the above as 

By continuing this argument with a stIaightforward induction, we can prove 

Lemma 3.1 Assume hypotheses (3.1a) through (3.11). Let k ~ 0 be an 
integer, and K = 2". Let Hi = Nlq;Jor i = 1, .. , ,k. Then 

Hi 

L ISk(h)I), 
"k = 1 



S. W. GRAHAM AND C. J. RINGROSE 279 

where J = 2j and h = Clio, hI , ... ,hk ). Here. the sum SkCh) is defined as 

Sk(h) = 'L}j(m)gj(m) , 

'" 

where 

}j(m) = II ~ (m + 'Lhjqj) , 
VeTj jeV 

gjCm) = II ~(m + 'Lhjqj) , 
VeUj jeV 

1)= {V~{O, 1, ... ,j}: IVI;/ j mod 2} , 

and 

Uj = {V ~ {O , 1, ... ,j} : !V I == j mod 2} . 

Observe that 

fin) 
Sk(h) = 'LxC-(-» , 

Ilel gk n 

where / = /(h) is a subinterval of (M + 1 ,M + N]. Furthermore, 
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Now 

N ifs=O, 
-sn !J.. if 1 ~ s ~ q/2 , ~e(- )< 

fie! q S 

-L if q/2 < s < q . 
q-s 

Thus 

Sk(h) < Nq-l IS(q;X,fA;ogA;oO) I 

+ ~ ISI-l IS(q;X,fA;ogA;oS) I , (3.4) 
0< lSI So q/2 

where 

In the next section, we shall prove a series of lemmas devoted to analyzing 
the last sum. 

4. The sum Seq ; X ,fk' gk, s) 

Lemma 4.1. Assume that X is a primitive non-principal character mod q. 
Suppose that (u,v) = 1 and q = uv. Define u and V by the relations 

uu= 1 mod v and w= 1 mod u . 

Then there are primitive characters Xu and Xv (modulo u and v respectively) 
such that 



S. W. GRAHAM AND C. J. RINGROSE 281 

S(q; x ,f", g", s) = S(u; Xu,f", g", sV) S(v; Xv ,ik, g", sU) . 

Proof. Define 

Xu(n) = x(n + uu(l- n» , Xv(n) = x(n + w(1 - n» 

Then Xu, Xv are primitive characters modulo u and v respectively, and 
Xu (n)xv (n) = X (n). Therefore 

as required. 

In the next two lemmas, we consider sums of the form 
S(p; x,f", g", s), where p is a prime. For brevity, we denote this sum by 
S. 

Lemma 4.2. Let P be a prime, and suppose that PlhjqJor some i. 

(l)Ifpls then lSI ~p. 

(2) If Pt s then lSI ~ 2". 

Proof. In this case,f,,(r) == g,,(r) modp, so 

p rs 
S= L e(-). 

r= 1 P 
Pt gk(r) 

If Pt s then 
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since gk has degree k. If PIs, then we can do no better than the trivial estimate 
lSI ~p. 

k 

Lemma 4.3. Suppose pt IIhjqj. Then I S I $; 2k+-1p1I2 . 
j = 1 

Proof. We divide the proof into two cases, according as to whether or not 
PIS. 

First, assume that pt s. In this case, we use the following estimate due to 
Well [W]. Let R(m) be any rational function, '" any non-trivial additive char­
acter mod P, d the total number of zeros and poles of R, and suppose that m 
runs over all values mod P for which R(m) is defined. Then 

m 

(This is the unnumbered displayed formula at the bottom of p. 206 of [W).) 

In our case, ",(m) = e(!!!!) and R(m) = Ik(m)lgk(m). We have d = 2k+1 since 
P 

Ik and gk each have 2k zeros. Consequently 

Now consider the case PIS. In this case 

Let the order of X be h. Since the group of multiplicative characters mod P is 
isomorphic to Z;, we know that hl(P - 1). We will now prove that lAlgk can 
not be identically an h-th power in Zp(x), and then apply a result from 
Schmidt [Sc] to estimate lSI. 

Suppose that f/ gk == pd mod P for some F in Zp (x) and some integer 
d> 1. Let p be a p-th root of unity, and consider 
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I: 
G(p) = 11 (1 _ ph'<li) . (4.1) 

j = 0 

On expanding (4.1), we see that 

G(p) = dGo(p) (4.2) 

for some GOE Z [X], by the assumption on f"jgl:' We consider both sides of 
(4.2) as elements of Z [p], the ring of integers in K = Q (p), and take norms 
to obtain 

Now 

I: 
NK (11 (1- ph,<li» = lI'-lNK(GO(p». 

j = 0 

NK (1- phlli) = Yi (1 _ phi'l/) 
j=l 

Since (h,.qj ,p) = 1, we see that 

p-l 
NK(1- phi'li) = 11 (1- pi) = p . 

j=l 

(4.3) 

It follows from (4.3) that pI: = tI' - 1 NK (Go (p», and therefore that d is a non­
negative power of p. Consequently, we can not have d = h, which is what we 
wanted to show. Notice that xJJI:(m)lgl:(m» = X(fI:(m)gl:(m)p-2); therefore, 
/I:(m) gl:(m)P - 2 is not an h-th power in Zp [x]. The desired estimate now fol­
lows from Theorem 2C' in Chapter II of [Sc]. 

k 

Lemma 4.4. Assume hypotheses (3.1a) through (3.1 e). Define QI: = 11 hjqj. 
j = 1 

Then 
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Proof. We note that if u = 2° and Xu is a character mod u, then 

by the trivial estimate. We then combine this with Lemmas 4.1 through 4.3 
to get the desired result. 

Lemma 4.5. Assume hypotheses (3.1a) through (3. Ie). Suppose k ~ 0 is an 
integer and K = 2k. Let p denote the largest prime factor of q. and write 

S= L x(n). 
M<nsM+N 

There is an absolute constant c such that 

(4.4) 

where Ao is any real number with Ao ~ 1. 

and 

The constant implied by <: in (4.4) is independent of k. 

Proof. This proof is a combination of Lemmas 3.1 and 4.4, so we use the 
j j 

notation of those lemmas. Define Rj = II q; and Qj = II h;q;. Then RjlQj 
;=1 ;=1 

and (q , Qk, lSI) $ (q, lSI), so that 

Hi 

L L ISI-1IS(q;X,ftogtoS)1 
hi = 1 0 < lSI S q/2 

<: d(q)k+ 1 q1/2 Ri1l2 Hk ~ ISI-1 (q , lSI) 
o <lSI s ql2 
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(4.5) 

j 

Let Sj = IT hi ; then 
i=O 

On applying Lemma 4.4 together with the bound 

H "i (q, hj)I/Z :0:;; d(q)Hj , 
hj = I 

we find that 

H" 
Nq-I L IS(q; X ,ib gkt 0)1 

Hi; 

< Nq-I d(q)1c+lqllZ L (q, Qt)lIZ 
hi; = I 

(4.6) 

Substituting (4.5) and (4.6) into (3.4), we see that 

S2K < c2K max {M2K - KlJ qfll} + 
o Sj S t J 

c2K M2K - I d(q)t + Z(log q) ql/Z Ril12 + 

c2K M2K d(q)2k + Z q-112 Ri'Z . (4.7) 

In order to calculate the optimal estimate for S from (4.7), we must deter­
mine how closely we can approximate to the ideal values for qo, ... ,qt. 
Suppose that we want a divisor of q to be approximately equal to A, where 
1 :0:;; A :0:;; qp. (Recall that P is the largest prime divisor of q.) We form a chain 

" of divisors {dIll by setting d" = ITpi' where PI ,Pz, ... are the prime 
i= I 
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divisors of q in some order. Let ds be the first of these with ds ~ A/p. If 
s ~ 2 then ds-1 < Alp, so ds ~ ds-1P < A. If s = 1 but ds > A then we take 1 
for the approximation, as in this case Alp ~ 1 ~ A. Otherwise, we take ds• In 
any case, we have produced a divisor d with 

Alp ~ d~A. 

Similarly, if Ao , ... ,Ak satisfy Aj ~ 1 and IIAj ~ qp, then we can find 
j 

divisors qo, ... ,qk of q, whose product also divides q, with qj lying in the 
interval [AJp, Aj] (we construct qj from the original list of primes less those 
already used in constructing qo, ... ,qj-l). Choosing qj as above, we may 
modify (4.7) to read 

s'lK < max c'lK {M'lK-KlJA~/J} 
o ~j ~ k J 

+ ~ M'lK - 1 q1l2 d(q)k+ 2(1og q) {II (Ajp-l) r 1l2 
j 

+ ~ M'lK q-1I2 d(q)2k + 2 (IIAj) 1 12 
j 

(4.8) 

This estimate is trivial if IIAj > q, so the condition IIAj ~ qp is unneces­
sary. To complete the proof, we choose Aj so that 

in other words, we take 

The desired estimate now follows by plugging these choices of Aj into (4.8). 

5. Proof of Theorem 5 

To analyze the estimate given in Lemma 4.5, we shall use the following 
two simple lemmas. 
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Lemma 5.1. If XI, ... ,Xk are positive numbers and ai, ... ,ak are 
non-negative numbers such that al + ... + ak = I, then 

The proof is obvious. We shall often refer to this as the convexity principle. 

Our next lemma generalizes the following well known principle. Suppose 
we have an estimate of the fonn 

U cAHa +BH-b, 

where A, B ,a, and b are positive constants and H is at our disposal. We 
obviously want to take H so as to minimize the right hand side. By choosing 
H to satisfy AHa = BH-b, we get 

and this is best possible apart from the value of the implied constant. To 
generalize this principle, we prove 

Lemma 5.2. Suppose that 

L(H) = f A;Ha; + ± BjH-bj • 

i=1 j=1 

where Ai ,Bj , ai. and bj are positive. Assume that HI ~ Hz. Then there is 
some H with HI ~ H ~ Hz and 

The implied constants depend only on m and n. 

Proof. Define 
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and 

Now L:S; mL+ + nL_, so it suffices to bound L+ and L. We observe that L+ is 
a strictly increasing continuous function, LiO) = 0, and 4(00) = 00. Similarly 
L_ is a strictly decreasing continuous function, L(O) = 00, and L(oo) = O. 
Therefore there is a unique Ho such that LiHo) = L_(Ho). We distinguish 
three cases: (a) HI :s; Ho :s; Hz, (b) Ho < HI , (c) Ho > Hz. 

If HI :s; Ho :s; Hz then there is some i and some j such that 

Consequently 

If Ho < HI then 

If Ho > Hz then 

11 -b 
LiHz} < L(Hz}:S; L BjHz j • 

j=1 

The above lemma was first stated and proved by Srinivasan [Sr], although 
van der Corput [vdC] gave the special case Ho = 0 , HI = 00 some 40 years 
previously. 

Lemma 5.3. Assume the hypotheses of Lemma 45. Then 

1 _..!::!L ...!!:L _1_ ~ _z_ 
S < M 8K-Z P 8K-Z q 8K-Z (d(q» 8K-Z (log q) 8K-Z + (5.1) 

1-...l.. .!!:!.. ~ ...l.. 
M 4K P 8K (d(q)) 4K (logq)4K 
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Proof. We apply Lemma 5.2 with H1 = 1 and H2 = 00 to the estimate in 
Lemma 4.5. In this way, we get 

1 _..!:!:L ..!!:!... _1_ ~ _2_ 
S < M 8K-2 P 8K-2 q 8K-2 (d(q)) 8K-2 (log q) 8K-2 + 

1-.2...!!:!. ~ .2... 
M 4K P 8K (d(q)) 4K (log q) 4K + 

say. Now G3 is obviously dominated by Gh so it may be omitted. By the 
Polya-Vinogradov estimate and the trivial estimate, 

S < max(G1 , G2 , min(G4 , M , q1l2log q)) . 

When k ~ 2, we note that 

When k = 1, 

since d(q) ~ q. When k = 0, 

Thus G4 may also be eliminated. 

Lemma 5.4. Assume the hypotheses of Lemma 4.5. Then 

1 _..!!1... t2+3.t+4 _1_ 3t2+11.t+8 ..!!1... 
S < M 8K-2 P 32K-8 q 8K-2 (d(q)) 16K-4 (log q) 8K-2 . (5.2) 
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Proof. Let the right-hand side of the proposed theorem be denoted by E", 
and let F" denote the second tenn on the right-hand side of (5.1). Then (5.1) 
may be written S < E" + F Ie. To prove the theorem in the case k = 0, we use 
(5.1) and the Polya-Vinogradov inequality to get 

.!. l.!..!. 
S < Eo + mio(Fo, qZlogq) < Eo + FJ (qZlogq) 3 < Eo. 

We complete the proof by induction. Suppose (5.2) is true with k replaced by 
k - 1. This together with (5.1) yields 

4K 4K-Z 
S < max(E" , min(F" , E1-1» S max(E" , FfK-Z Ef!t-2 ) S E" 

and this completes the proof of Lemma 5.4. 

Lemma 5.4 proves Theorem 5 when X is primitive. To complete the 
proof of Theorem 5, suppose that X is a non-principal character mod q that is 
induced by the primitive character Xl mod q1. On writing q = q1 qz, we 
observe that 

By Lemma 5.4, the above is 

1 "+3 ~3k+4 --...L 3~11k+8 "+3 

< M 8K-2 P 32K-8 q18K-2 (d(q1» 16K-4 (log q) 8K-2 cr-a (qz) , 

where (l = 1 - (k + 3)/(8K - 2). By H~lder's Inequality, 

cr-a (qz) S ( L 1 )1 - a (L a1 )a = (d(qz})1 - a (cr-1 (qz})a . 
diq2 IIjq2 

Since 
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1- = k+3 < 3~+l1k+8 
CI 8K - 2 - 16K - 4 ' 

we have 

3~+111+8 1+3 ~+l1k+8 

d (q1) 16K - 4 d (qiJ '8j['::2 ~ d(q) 16K - 4 

and the desired result follows. 

6. Zero-free regions: The proofs of Theorem 2 and 3 

We begin this section by proving an upper bound for L-functions associ­
ated with the characters considered in Theorem 5. 

Lemma 6.1. Assume the hypothesis of Theorem 5, and let 

k+3 
ak = 1- 8K _ 2 

Let s = a + it and't = It I + 1. If a ~ ak then 

[ l1-CS 
_1_ ~+3k+4 3~+llk+8 1 - ok 

L (s , X) < q 8K-2 P 32K-8 (d(q)) 16K-4 't (log q't)3 . 

Proof: If a > 1, then 

L (s , X) = 1: X (n) n-s = C u-<1 dS(u,t) , 
11=1 

where S(u,t) = L x(n)n-it • Integrating by parts yields 
IISU 

L(s, X) = ar u-o-1 S(u,t) du . (6.1) 
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Now 

S(U,t) = S(U,O) u-it + it f w-it-l S(w,O) dw . (6.2) 

By the Polya-Vinogradov estimate, 

S(U,t) < q1l2dogq(1 + logu). (6.3) 

The integral in (6.1) therefore converges for cr > 0, and so we have an ana­
lytic continuation of L(s , x> to the half-plane cr > O. 

We will prove the lemma by combining (6.1) with appropriate estimates 
for S(u,t). Assume that cr ~ crk, and let M = qil. By (6.3) 

since crk ~ 112. 

Now consider S(u,t) for U S M. We have the trivial estimate ,S(u,t), S u. 
We may also use Theorem 5 in (6.2) to obtain 

1-...!.:!:l... 
S(U,I) < U 8K-2 B't(logq't)2 , (6.4) 

where, for notational convenience, we have written 

1 ~+3kt4 3~+l1k+8 

B = q iK-2 p 32K-8 (d(q» 16K-4 • 

Let a be a real number with 0 Sa S l. By (6.4), the trivial estimate, and 
convexity, we see that 

We choose a so that the exponent on U is cr; i.e. 

1- cr 
a=--. 

1 - crk 
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This gives the bound 

.l..=..!!.. 
S(u,t) <: (B 't) 1 - ok UO (log q't)2 . 

Using this in (6.1) finishes the proof. 

Lemma 6.2. There exist effectively computable constants Cl , C2 with the fol­
lowing property. Suppose that cp = cp(Py) and e = e(py) satisfy 0 < e $ 1, 
cp ~ 1, and cpe-l $ cle'. Suppose also that for every m> 1 such that mlPy, 

IL(s, Xm)1 $ e' in the region 1 - e $ 0' $ 3, It I $ 2T(Py) + 1, where 
log (T(Py) + 2) $ cp. Then the function n L(s , Xm) has at most one zero in 

m'l'y 

the region 

e 
1 - C2 ~ $ 0' $ 2 , I t I $ T(P y) . 

This is a q-analog of a classical theorem of Landau ([T], Theorem 3.10). 
It can be proved by combining the arguments of Landau with the arguments 
used to prove the usual zero-free regions for L-functions. The proof is routine 
but rather lengthy, and we shall omit it here. 

Now we are ready to prove Theorem 2. We apply Lemma 6.2 with 
T = 10gPy. From Lemma 6.1, we see that we may take 

k + 3 log P y 3~ + 11k + 8 e = 8K _ 2 and cp = 8K _ 2 + 16K _ 4 logd(P) + 410glogPy . 

Now log P y :::: y and log d(P) :::: 1t (y) :::: y/log y :::: log P yllog log P y. (We use 
A :::: B to denote A <: B <: A.) Therefore 

e . [k log log P y k 1 
~:::: mm 10gPy ' klogPy , K 10glogPy 

Taking k = ["loglogPyl gives 
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e (loglogP )1/2 
-::: ' 
cj) logP, 

and the result follows. 

Next, we prove Theorem 3. Suppose, for example, that for some v, 
L (s , P,,) has an exceptional zero Po. Then 

Now if we choose y such that 

C1(loglogP,)112 < C1(loglogP,)112 
1 - I P < Po - 1 - 21 P og, og, 

then we see that L (s , P,) has no zeros with 

C1(loglogP,)112 
P > 1 - 210gP, , I'YI:S; 10gP, . (6.5) 

It follows that we can find a sequence of values {Yv};=o such that Yv ~ 00 

and L(s ,P,,,) has no zeros satisfying (6.5). 

7. Preliminaries for the Zero-Density Theorem 

Our proof of Theorem 4 is along the same lines as Jutila's proof of the 
Linnik zero-density estimates [J], but we employ some of the modifications 
introduced by Graham [G2]. We use what has become known as "Halasz's 
method." This involves showing that a zero of an L-function forces a certain 
Dirichlet polynomial to be large. We then show that this cannot be happen 
too often. 

One method of producing large values of Dirichlet polynomials is to use 
the mollifier 

K (s, '1.,) = L J.1(n)x(n)n-S • 

IIS;X 
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This is approximately (L(s, X)r1 , so if s is a zero of L(s, X), then 
1 - LM* (s,X) is large. (See Montgomery's book [Mo], Chapter 12, for more 
details.) 

The use of M* leads to results that are, for our purposes, too weak in the 
neighborhood of 0' = 1. According, we introduce the mollifier 

M(s, X) = L 9).eX([d,e])[d,erS 

dSR 
II SQz 

(7.1) 

where R , Q , z are real parameters to be specified later. The coefficients Ad 
are defined by 

~(d) if l~d~z, 

Ad= ~(d) 10~(Qz/d) 
10gQ 

if z < d ~ Qz, 

0 if d> Qz. 

We will need a result of Graham [Gl], which states that 

L rYAd12 ~ 1 UQ '(1 + O(~Q»' 
z < II S u lZ J og og 

Using this and partial summation, we see that if 1/2 < a. < 1 then 

2-20 1 
L [Dd] 2 n1 - 2a ~ U ·(1 + 0 (--» . (7.2) 

z < II S u ~II (2 - 20.) log Q log Q 

The coefficients 9d are defined by 

ad = J.1(d)d L ~2(r) [L J.12(r)]-1 
<I>(d) rSRld <I>(r) rSR <I>(r) 

(r,d) = 1 
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if d ~ R and 9d = 0 if d > R. These coefficients occur in Selberg's upper 
bound sieve (see [H-R] , Chapter 3, for example). For later reference, we 
quote two known results on 9d• It is well known ([H-R] , equation (3.1.8» 
that 

Moreover, Hooley ([H], Section 3) has shown that 

Z 9d 9. [d,er1 ~ ~ 10~R . 
(tk,q) = 1 

For later use, we define 

G(s, X) = L 9~.X([d,e])[d,e]-8. 
d,.SR 

(7.3) 

(7.4) 

We close this section with three lemmas that we will use in the proof of 
Theorem 3. 

Lemma 7.1 Let M and G be as defined in equations (7.1) and (7.4) respec­
tively. Let s = CJ + it. If CJ ~ I then 

M (s , X) <: (RQz)(l - a) (logRQz)3 and G (s , X) <: R2(l - a) (log R)3 . 

IfCJ> 1 then 

M(s, X) <: (logRQz)3 and G(s, X) <: (logR)3 . 

Proof. Consider M(s, X). If CJ ~ I, then 

1M (s , X)I ~ L [d,er1 = L (':;;) = L ! L<I> (r) 
dSR dSR dSR '1d 
.SQz .SQz eSQI'1e 

= L iQ1 L 1. L 1. <: L (logR)(logQz) 
r S Qz -,2 d S Rlr deS Qzlr e r S; Qz r 
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« (log Qz)21ogR « (logRQz)3 . 

If a < 1 then 

1M (s , X)I ~ L [d,e]-Q' ~ (RQz)l- CJ L [d,er1 <: (RQz)l- a (logRQz)3 . 
dSR dSR 
eSQz eSQz 

The proof for G is similar. 

Our next lemma recasts Lemma 6.1 in a form more suitable for the next sec­
tion. 

Lemma 7.2 Suppose P = Py• and that X is a non-principal character mod q. 
where qiP. Let k ~ 3 be an integer. and K = 2". Define D = yd(P). Let 
ak, s, and't be as in Lemma 6.1. If a ~ ak then 

Proof. This follows by replacing k with k - 3 in the conclusion of Lemma 
6.1. 

Lemma 7.3 Let X be a primitive character mod q. Let s = a + it be a com­
plex number with 1 < a :s; 2. and set t = It I + 1. Then 

L 
P 

L(p,X)=o 

1 1 
Re -- <: -- + log qt . 

s-p a-I 

Proof. From equations (17) and (18) of Chapter 12 of Davenport's book, we 
see that 

L' 1!L 1 r' 1 1 Re - (sX) = --log - -Re - (-s + -]C) + 
L' 2 1t 2 r2 2 

1 
L 
p s - P 

L(p,X)=O 
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where K = (1 - X (-1»)12. Now 

L' 00 IT (S,X)I s l: A (n)n-<J <: (a - It1 , 
n=1 

and 

and the lemma follows. 

8. Proof of Theorem 4 

Recall from the statement of Theorem 4 that Nl ( a) is the number of 
zeros of II L (s , La) in the rectangle 

mJP 

a S a S 1 , It I S 10gP . 

(For brevity, we shall write P in place of Py throughout this section.) 

We begin by making some simplifying assumptions. Since the number of 
zeros of L(s, La) with imaginary part S 10gP is <: (logP)2, we have the 
trivial estimate 

cologP 
Nl (a) <: 21t(Y)(logP)2 <: exp( I I p). 

og og 

This is better than the estimate we are trying to prove when 

Cl 
a~I-1 I p' og og 

which we henceforth assume. Now ~ (s) has no zeros in the range 

Cl 
a> 1- , It I S 10gP . 

- 10glogP 

(8.1) 
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(This follows, for example, from Theorem 5.17 of Titchmarsh [T].) Thus we 
may assume that all zeros being counted in N 1 ( a.) are zeros of L (s , Xm) 
with Xm non-principal. We may also assume that P is larger than any fixed 
absolute constant, for otherwise, the desired result follows from (8.1). 

Let k ~ 3 be a positive integer to be chosen later, and let K = 2". Let j be 
the real number defined by 

a.=1--L 
K-2 

We will eventually choose k so that 

j~kJ2. (8.2) 

In the previous section, we introduced the parameters R , Q, and z. Now 
we introduce yet another parameter, x, and we define 

1. !!. .£. 
R=Q=P" ,z=P" ,x=P", 

where b and c will be chosen later. We also define 

Z = zlQ and X = Qx . 

Lemma 8.1 Suppose X is a non-principal character mod q and that qJP. 
Suppose p = ~ + i'Y is a zero of L (s , X) with 

a. ~ ~ < 1 , m ~ log P 

If 

k ~ ...JloglogP (8.3) 

and if 
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14 + 2b ~ c (8.4) 

then 

, ,t (Dd)(,tge )X(n)n-Pe-IIIX, = 1 + O(p-l/(K-2) . 

Z < II S,X dJn el" 

Proof. Using a well known Mellin transfonn, we see that 

(8.5) 
Z < II dill el" 

1 2-i-
= -2.J . L(s + p, X)M(s + p, X)x'T(s) ds 

1tl 2+.-

Now let cr" = 1 - k/(K - 2), and move the contour to cr = cr" -~. The verti­
cal integral contributes 

1 

< J:(PD2fc2 R"Q"z~K=2 xG1 - ~ (logP't)6,r(cr" - ~ + it), (t + 1) dt 
1 

< (PD2fc2R"Q"z"~-")~ (logP)6K. (8.6) 

Our hypothesis k ~ "loglogP means that K < 10gP. Moreover, for any 
C2;::: log 2, 

c2 10gP 
d(P) = 2lt(y) ~ exp( ) . 

10glogP 

Therefore D2fc2 ~ p2, and (8.6) is 

1 

« (P3R"Qz"~ -,,)K=2 (lOgP)7 . 

Using (8.2),(8.3), and (8.4), we see that the above is 

« p-2J(K-2) (logP) 7 «p-l/(K-2) . 
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For the tail of the series in (8.5), we note that 

L (Dd)(L9" >x (n) n-P e-NX < L e-nlx < e-X/x < p-1I(K-2) . 
n>X. e~ n>X 

Lemma 8.1 shows that a zero of an L-function forces a certain Dirichlet 
polynomial to be unusually large. In the next two lemmas, we will show that 
this cannot happen to frequently. We begin by defining 

and 

J(s) = Z - (ZQY - X' + (XQY 
.rlogQ 

1 2 - ioo 
K(n) = -2 . J . J(s)n-S ds . 

10 2 + '00 

Using residue calculus, it is easy to show that 

1 2-i oo w' {IOgW if w ~ 1 
- -ds-27t;!2+ioo.r - 0 if O<w< 1. 

Consequently, K(n) = 1 if z = ZQ < n S X , K(n) = 0 if n > XQ or n < Z, and 
K(n) ~ 0 for all n. Next, we define 

00 

B (s , x> = L K(n) X (n)(L9rV2 n-1 - ... 

n=l • 

Lemma 8.2 Suppose 0 S (J S 2(1 - a) and It I S 10gP. If k ~ 4 and 

then 

b~6 

B(s, X) = E<X)~ G(l ,X)J(-s) + O(r1/(K-2» , 
q 

where E(X) = 1 if X is principal and 0 otherwise. 

Proof. Note that 

(8.7) 
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1 2 - ioo 
B (s , X) = -. J . L(1 + S + w , x> G(1 + s + w , X)J(w) dw . 

21tl 2 + '00 

Move the contour to Re w = O't - 1 - 0'. At w = -s there is a residue of 

ECx)~ G(1, X)J(-s). 
q 

The integral along Re w = O't - 1 - 0' contributes 

< JP(PD'li?-RZkZ-~1I(K-2)(lOgP)6 ~ 
o t + 1 

1 2 

+ J; (P '6 D'3 tR)2kJ(K-2) r 2 (log t)6 dt . 

Here, we have used Lemma 7.2 for the first integral and Lemma 6.1 with 
k = 0 for the second integral. The first integral contributes 

1 

< (P D'li?-RZk ~ K-2 (logP) 7 < p-1I(K-2) 

Using the hypothesis k ~ 4, we see that the second integral contributes 
< p-1n(logPf < p-1I(K-2). 

Now suppose that p = P + iy is a zero that we wish to count; i.e. 
L(p , X".) = 0 for some miP, 

a ::; P ::; 1 , and I'YI ::; logP . (8.8) 

For each miP, let 

S Cx"') = {p - a : L(p , x".) = 0 and p satisfies (8.8) } , 

and let S be the set of all relevant ordered pairs of the form (p - a , X".). In 
other words, 

S = U{(s,x".): SE S(x".)} . 
mJl' 
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Lemma 8.3 Let a(n) be a sequence of complex numbers. Then 

L I L a(n)x(nHLed)n-s-1I212 ~ L L la(n) 12 , (8.9) 
(s,x)e S Z < II s; X citll Z S II S Y 

where 

L« k(l - a)logQ + ISjP-1I(K-2) . 

Proof. By duality, proving (8.9) is equivalent to proving 

L I L b(s, x)x(nHLe~n-s-1/212 ~ L L Ib(s, X)12 (8.10) 
Z < II S X (s,x)e S ajll (s,ve S 

for any set of complex numbers b(s ,X). Now the left-hand side of (8.10) is 

~ LK(n) I L b(s ,x)x(n)(Le~n-s-1/212 
II ~~eS dtll 

= L L b(s, X) b(s' ,X:)B (s + S ,XX:) . 
(q)e S (q')e S 

Using Lemma 8.1 and (7.3), we see that the above is 

1 
~ max -1 R 1: 1: ~(-s - S)b(s, X)b(s' ,X)I 

x og seS(x),(eS(x) 

+ 0 (L L Ib(s, X)llb(s' , Xli p-1I(K-2» . (8.11) 
(s,ve S (q')e S 

By Cauchy's inequality, 

and thus the error term in (8.11) is 

«ISIP-1I(K-2) L Ib(s, X)12 

(s,x)e S 
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Now we need to bound 

max max L IJ(-s - S)I 
x s'eS(x> seS(x) 

First of all, we see from the definition of J that if Re w ~ 0 then 

We also have 

4 
IJ(w) I ~ ~2-­

IWllogQ 

1 logQ logX 
J(w) = -J J e-wu - wv dudv, 

10gQ 0 logZ 

(8.12) 

and therefore ~(w)1 ~ 10g(X/Z). Consequently, the inner sum in (8.12) is 

<: log Q L min { 21 2 ' I}. 
seS(x> IS + sl (logQ) 

Now write s = p - ex = ~ - ex + iyand s' = p' - ex = W - ex + iy' • and let 

So = 1 + (logQrl + iy' . 

We claim that 

. (8.13) 

For if I'Y - y'l ~ (log Q)-l, then 

since Go - ~ ;;:: Go - 1 = (log Q)-l. On the other hand, if IY - y'l ;;:: (log Q)-l 

then 
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These last two inequalities show that (8.13) holds in any case. 

Now 

10'0 - ~12 1 L 2 ~ (0'0 - a)LRe -- <: (1- a)logP 
p ISo - PI p So - P 

by Lemma 7.3. Thus we may take 

-1 

L <: (1 - a) 10gP10gQ + ISIPK='2 <: k(1- a)logQ + ISIp-1I(K-2) 
10gR 

in (8.9) and (8.10). 
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Now we are ready to prove Theorem 3. We take b = 6 and c = 26, so 
that (8.4) and (8.7) are satisfied. By Lemmas 8.1 and 8.3, 

lSI (1 + O(p-l/(K-2» ~ 

L I L (LAd)(L9.)x(n)n-Pe-niXI2 <: 
(s,x)eSz<"sX tit" .1" 

{ISIP-1I(K-2) + k(1- a)logQ) L (LAdfn1 - Za 

Z<IIS;X dill 

Using (7.2), we see that 

(8.14) 

To complete the proof, we need to choose k and to verify that (8.2) holds. 
Suppose first that a ~ 1 - 111' In this case, we take k = ko = [.,jloglogP]. 
Since 

> 1 k a - - 2(K - 2) , 
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(8.2) is true. The theorem follows from (8.14). 

Now suppose that a < 1 - Th. We choose k to be the unique integer that 
satisfies 

k < k+l 
1 - 2(K _ 2) - a < 1 - 2(2K - 2) 

Equation (8.2) is clearly satisfied. Moreover, 

so 

1 
k:> 10g-I-' -a 

N1(a) < ..JloglogPexp(c3(1- a)logp(log_I_)-l). 
1- a 

The ..JloglogP factor may be absorbed into the exponent at the cost of 
increasing C3. 

9. Proof of Theorem 1 

At this point, we resume the analysis we started in Section 2. We need to 
bound the expression T that occurs in (2.4), and this in turn can be reduced to 
bounding the expression 

1 
1= J xa - 1 N (a) da . 

1- £ 1 

Assume that y one of the values described in Theorem 3. We again write P 
in place of P Y' and we set 

11= 
C1 (loglogP) 1/2 

210gP 

Let 111 be as in Theorem 4, and let 112 be a parameter to be chosen later. 
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Then 

Let us denote the three integrals in the last line as II ,Iz, and 13• 

From the bounds for Nl (ex) given in Theorem 4 and from the trivial 
bound (8.1), we have 

J'II1 clPlogP 
11 <: exp( -Plogx + ~ ) dP, 

'II 10glogP 

J'II2 clPlogP 
I z <: 'Ill exp(-plogx + 10g(lIP) ) dP, 

and 

£ Cl log P 
13 <:J exp(-plogx+ I I p)dP, 

'112 og og 

where Cl = max(Cz , co). (Cz is the constant occurring in Theorem 4 and Co 
is the constant occurring in (8.1).) Motivated by the bounds for Iz and 13, we 
choose 11z so that 

11z _ I 
log (lhlZ) -log log P . 

A choice that accomplishes this is 11z = (logloglogP)/loglogP. To make Iz 
sufficiently small, we need to have 

i.e. 

2Cl1ogP 
I ~ log log log P - log log log log P . 
ogx 

This will be satisfied if we choose x so that 10gP = Cz log x log log log x for 
some Cz sufficiently small. With these choices of x and 11z, we have 
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1 
Iv = 0(--) 

log x 

for v = 1 ,2, and 3. Thus the sum in (2.1) is > x2-1t(y) when 
y = clogx log log logx. Thus there is some prime p with Xl/2 ~ P < x2 and 
np > y; i.e. np > clogplogloglogp. 

For the application to Paley graphs mentioned in Section 1, we need to 
show that there are infinitely many primes p == 1 mod 4 for which 
np > logloglogp. To do this, we modify the sum in (2.1) to 

2-1t(y)-1 L (logp)(1 +X4(P»(e-pl2x - e-plX) IT (1 + (l2.) , 
x I/2 <ps;x2 PI S;y P 

where X4 is the non-principal character mod 4. This modified sum may be 
treated in a manner very similar to our treatment of (2.1); we leave the details 
to the reader. 

Added in Proof" Andrew Odlyzko (private communication) has pointed out 
that the way we stated the results about random graphs leaves open the possi­
bility that they might be consistent with this result on Paley graphs. That is, 
the expected value is (1 + o(I»210gp/log2, but the variance could be so 
large that cliques of size logp log log logp could happen infinitely often. 
However, as Odlyzko points out, the distribution of maximal clique numbers 
is very sharply peaked, and this does not happen. 
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Some Conjectures in 

Analytic Number Theory 

And their Connection 

With Fermat's Last Theorem 

ANDREW GRANVILLE 

Dedicated to P. Bateman on his retirement 

1. Introduction 

The first case of Fermat's Last Theorem is the assertion: 

For all odd primes p there are no integer solutions x, y, z to 

xl' + Y' + zP = 0 with pA xyz. (1) 
p 

In 1823 Sophie Germain showed that if 2p + 1 is also prime then (l)p 
has no solutions and this has been generalized as follows (see [15]): 

Lemma 1. For any fixed positive integer m, with m == 2 or 4(mod 6). 
define N", to be the product. over all pairs a., ~ of mth roots of unity. of 
(1 + a. + ~). If P and q = mp+ 1 are both primes. where p does not 
divide m and q does not divide N",. then (l)p has no solutions in 
integers x. y and z. 

By finding prime pairs of the form p, q = mp+l one hopes to be able to 
use Lemma 1 to establish the first case of Fermat's Last Theorem. Unfor­
tunately it is not presently known how to formulate a 'reasonable' conjecture 
in analytic number theory that would achieve this goal; however, in this 
paper, we examine what exactly a number of quite different conjectures of 
analytic number theory actually imply about the set of primes p for which 
there is an integer solution x, y, z of (l)p-

This paper may be seen as a continuation of [8] where we investigated the 
consequences (for Fermat's Last Theorem) of a variety of conjectures from 
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algebraic, combinatorial and transcendental number theory. 

2. Statement of Results 

In order to exploit Lemma 1 it is obviously necessary to obtain informa­
tion about primes q in the arithmetic progression 1 (modp), for which 3 
does not divide q-l. A famous result of Linnik [13] implies that there exists 
a constant L>O such that the least such prime q is 0/. A recent result of 
Bombieri, Friedlander and Iwaniec [3] implies that we may take L=2 for 
almost all primes p. However we actually need to use stronger estimates 
than these. We start by assuming a conjecture that has been formulated by 
each of Heath-Brown [12], McCurley [14] and Wagstaff [17] independently. 

Conjecture 1. There exists a constant cl > 0 such that, for any given 
integer d, the least prime in the arithmetic progression a(mod d) is less 
than clcll(d) 10g2d whenever (a, d) = 1. 

From this we will deduce 

Theorem 1. If Conjecture 1 is true then 

#{primes p ~ x: (I)p has solutions} « log7x. 

In a recent paper Adleman and Heath-Brown [1] showed what effect three 
conjectures in analytic number theory have on (l)po The third of these con­
jectures was proved by Fouvry [6] and allowed them to state that (l)p has 
no solutions for :>?3 prime exponents p ~ x. Michael Filaseta has noted 
that their results imply that there exist arbitrarily large values of x for which 
this can be improved to :> xllog x prime exponents p ~ x (we give his 
proof in Section 5). We now state a new conjecture, which is a modification 
of the one that Fouvry proved. Define, as usual, n(x;d,a) to be the number 
of primes ~ x that are == a(modd), and let 

n*(x;d) = n(x;d,I) - n(x;3d,I) . 

(= #{primes q ~ x: q == l(modd), q if:. l(mod3d)}) 

Conjecture 2. There exists e, 213 < e < 1, such that 

L n*(x; p) :> xllog2x. 
xB~ 

Of the three approaches presented in this paper, perhaps this one has the 
greatest chance of success (in the sense that we have real hope of Conjecture 
2 being proved in the forseeable future). We will show 
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Theorem 2. If Conjecture 2 is true then (l)p does not have solutions for 
> 1t(x) primes p ~ x. 

A minor modification of the proof of Theorem 2 leads to a new and 
shorter proof of the results of Adleman and Heath-Brown, and of Filaseta (see 
section 5). 

As early as 1904, Dickson [4] had conjectured that, with certain obvious 
restrictions, an arbitrary set of linear polynomials will simultaneously take on 
prime values infinitely often. Hardy and Littlewood conjectured asymptotic 
formulae for how often this happens for various sets of polynomials in [11]. 
These conjectures were extended to arbitrary sets of polynomials by Schinzel 
and Sierpinski [16] and then modified to obtain greater accuracy by Bateman 
and Hom [2]. An explicit form of these conjectures restricted to certain 
linear polynomials is given here: 

Conjecture 3. Suppose that mh m2, ... , mk are given positive integers and 
let N(x; mh m2, ... , mv be the number of primes p, x < p ~ 2x, for which 
m1P+1, m1J1+1, ... , mkP+1 are also prime. Then 

x 
N(x; mlo m2' ... , mV = C(ml> ... , mV k+l {I + 0(1)}, (2) 

(log x) 

(l-wm(P)/P) 
where C(ml> ... , mv = ~ k+l and wm(P) is the number of dis-

p prllrl8 (I-lip) 
tinct solutions y(modp) of y(yml+1)(ym2+1) ... (ymk+l) == ° (modp). 

Just as one should view Conjecture 3 as a generalization of Dirichlet's 
Theorem (for primes in arithmetic progressions) from one to many linear 
polynomials, so one should view the next conjecture as a generalization of a 
weak form of the Siegel-Walfisz Theorem from one to many linear polynomi­
als. 

Conjecture 3u• For any fixed integer k and positive real d, the error term 
0(1) in (2) depends only on k and d whenever each mi ~ d log x. 

A consequence of our Proposition 2 is that Conjecture 3u implies 

Conjecture 3*. For any given e > 0, there exists a constant c(e) > 0 such 
that if x is sufficiently large then there are less than e1t(x) primes p ~ x 
with mp+l composite for every m ~ c(e)logx and not divisible by 3. 

In Section 6 we will deduce from Conjecture 3* and Lemmas 1 and 2 that 

#{primes p ~ x: (l)p has solutions} = o(1t(x». 

Thus we will have proved 

Theorem 3. If Conjecture 3u is true then (l)p has no solutions for almost 
all primes p; that is #{primes p ~ x: (l)p has solutions} = o(1t(x». 
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In [9] we saw how the methods used in proving Sophie Germain's 
Theorem could be applied to studying any Diophantine Equation. For the rest 
of this section suppose that f(Xl> ... , X,J E Z[Xl> ... , X,J is a given homo­
genous polynomial. For a given prime p we investigate whl:ther there are 
integer solutions Xl> Xz, ... , XII to 

f(xf,~, ... ,~ = O. 

In [9] we proved a rather technical analogue to Lemma 1: 

(3) 
p 

Lemma 1'. For any given homogenous polynomial f in n variables, there 
is a finite (computable) set of positive integers ~ such that if m is a posi­
tive, even integer, not divisible by any element of ~, then there exists a 
non-zero integer Nm(= Nmlf») such that if p and q = mp + 1 are both 
primes, and q does not divide Nm then (3)p has no 'non-trivial' integer 
solutions. Moreover there are <, m"-1 primes q that divide Nm. 

It is clear that Lemma l' is useless if 1 or 2 are in the set ~ (for then all 
positive even integers m are divisible by an element of ~!). We call f 
"admissible" if neither 1 nor 2 are elements of ~ (it is easily shown that 
there are relatively few inadmissible polynomials fl. 

Now, as any integer ~ 3 is divisible by some element of 
Q := {4} u {the odd primes}, we can certainly replace ~ in Lemma l' by 
a finite subset ~lf) of Q, whenever f is admissible. Then, by the methods 
used to prove Theorems 1,2 and 3 (and by the methods of [1]) we are able to 
give various results on (3)r 

Theorem 1 generalized. If f is an admissible polynomial and Conjecture 1 
is true then 

#{primes p!!> x: (3)p has non-trivial solutions} <: logZn+1X . 

For any odd prime p, p E ~lf), define 

1t/l(X;p) = #{primes q!!> x: pi q-l but bA q-l for all b E ~} 

= L Il(d) 1t(X; 2dp, 1) . 
dlIIb 
be~ 

Conjecture 2'. For a given finite subset ~ of Q and positive integer 
n ~ 3, there exists e, I-lin < e < 1, for which 

L 1tfl(x;p):> xllogZx . 
}l~ 

Theorem 2 generalized. If f is an admissible polynomial and Conjecture 
2' is true then (3)p does not have non-trivial solutions for ::> 1t(x) primes 
!!>x. 
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Theorem 3 generalized. If f is an admissible polynomial and Conjecture 
3" is true then (3)p has no non-trivial integer solutions for almost all primes 
p; that is 

#{primes p S x: (3)p has non-trivial solutions) = o(1t(x»). 

In a similar fashion we may use Lemma l' to apply the ideas of Adleman 
and Heath-Brown [1] and of Filaseta, to equation (3)p. The conjectures of [1] 
(given below as Conjecture 5) can be generalized as follows: 

Conjecture 4. For a given finite subset ~ of Q and integer n ~ 3, there 
exists a, 1 - lin < a < 1 for which 

(a) I, l1tp(x; p) - p(~) (;!l) I <: xllog3x 
~ 
JH!P(f) 

where p(~) = II{l- lI~b)}; and 
beP 

(b) I, 1tp(X; p) > xIlog x. 
:P<pS.x 

Evidently the Elliott-Halberstam conjecture implies (a) which itself 
implies (b). Moreover, as in [1], we can show 

Theorem 4. If f is an admissible polynomial and Conjecture 4( a) is true 
then 

#{primes p S x: (3)p has non-trivial solutions) <: xllog2x . 

Let T be the set of primes for which (3)p has no solutions, and let 

~x) = I, 1. 
peT,pSx 

Theorem 5. If f is an admissible polynomial and Conjecture 4(b) is true 
then 

(i) I, 3.e. > log X 
peTpS.% P 

(ii) ~x) > x9 

(iii) There are arbitrarily large values of x for which 
~x) > 1t(x). 

Theorems 5(i) and (ii) generalize results in [1] while Theorem 5(iii) gen­
eralizes Lemma 4(iii) (due to Filaseta) given below. 
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3. Exceptional Prime Pairs p,q 

In order to be able to apply lemma 1 it is evidently necessary to estimate 
how many values of q divide N m' 

Lemma 2. There exists a constant C2 > 0 such that 

# {prime pairs p, q = mp + 1: plm or qWm } ::; Czm2, 

for all positive integers m == 2 or 4 (mod 6). 
2 

Proof: For each (l and ~, 11 + (l + ~I ::; 3 and so W ml ::; 3m • Therefore 
there are 0(m2) distinct primes q dividing Nm, and trivially O(m) dividing 
m. 

4. The Proof of Theorem 1 

Proof: For a given prime p in the range x < p::; 2x, we know, by Conjec­
ture 1, that there is a prime qp < 7CIX log2x in the arithmetic progression ap 

(mod 3p) where ap = p+l if P == 1 (mod 3), 2p+l otherwise. So if 
qp = mp+l then m == 2 or 4 (mod 6) and m < 7Cllog2x. Therefore, by Lem­
mas 1 and 2 we have 

#{primes p: x < p ::; 2x and (l)p has solutions} ::; L 
m<7c1log2x 

".,.z or 4 (mod 6) 

Summing over the intervals [2-i-lx,2-ix] gives the result. 

5. The Adleman-Heath-Brown approach 

The Bombieri-Vinogradov Theorem states that for any e, A > 0, 

L max max I1t(y; q,a) - 1t«y)) I <.4,£ xllogAx 
qSQ (a,q)=l ySx «I> q 

where Q = X1l2-£. Elliott and Halberstam [3] conjectured that this can be 
extended to Q = xH . This implies the case ~ = {3}, n=3 of Conjecture 
4a), namely 

Conjecture Sa. There exists e, 2/3 < e < 1, such that 

L 11t*(x; p) - 1t(x) I <: xIlog3x. 
3<p~ 2(P-l) 
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This, in turn, implies the case ~ = {3}, n=3 of Conjecture 4b): 

Conjecture Sb. There exists e, 2/3 < e < 1, such that 

L 1t*(x; p) :> xllog x . 
x°<pSx 

Adleman and Heath-Brown [1] showed 
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Lemma 3. If Conjecture 5a) is true then (l)p has solutions for <:: xllog2x 
prime exponents p ~ x . 

Let T be the set of primes for which (l)p has no solutions. Adleman 
and Heath-Brown [1] also showed the first two parts of Lemma 4; the last 
part is due to Filaseta. 

Lemma 4. If Conjecture 5b) is true then 
~ logp (i) ~ ::> log x; 

~<pSx,peT p 

(li) 1t~x)::> x9 • 

(iii) There are arbitrarily large values of x for which 1t~x)::> 1t(x). 

Lemma 4(iii) follows immediately from Lemma 4(i) and 

Lemma s. If T is a set of primes such that L .!2&..E. > C3 log x for 
pSx,peT p 

all x > Xo (jor some constant C3 > 0) then there are arbitrarily large values 
C3 x 

of x for which 1t~x) > -2 -1-' ogx 
C3 x 

Proof. Suppose not, so that 1t~x) ~ -2 -1 - for all x > Xl (> .xo). Then, 
og x 

by forming a Riemann-Stieltjes integral, we have 

L.!2U 
pSx,peT p 

J 10~ z d1t~z) + 0(1) 

log x J (log z - 1) = 1t~x) + 2 1t~z)dz + 0(1) 
x z 

~ .:l J .!2&.:. _z_ dz + 0(1) 
2 i log Z 

Xl 

C3 
< "2 log x + 0(1) , 
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giving a contradiction. 

In 1985, Fouvry [6] showed that Conjecture Sb) holds for some 
9> 0.6687. From Lemma 4 one can immediately deduce a number of conse­
quences for the set T. 

Our approach here (that is, through Conjecture 2) evidently corresponds to 
assuming Conjecture Sb) on diadic intervals. This slight strengthening of the 
(already proved) Conjecture Sb) implies a significantly stronger result. 

The next result not only implies Theorem 2 but also a different proof of 
Lemmas 4(ii) and (iii). 

Proposition 1. Suppose that C4 > 0 and 1 < A. < 3/2 are fixed constants. 
If, for given values of z and x, with x ~ i.., we have 

then 

L 1t*(r, p) ~ c4X/log2x 
z<p!:Jz 

#{z < p ~ 2z: p prime and pET} :> z/log z 

(4) 

We see that Theorem 2 follows immediately by taking A. = 1/9 in Propo­
sition 1. Moreover Conjecture Sb) implies that, for any given x, there are 
:> logt values of z of the form 2", satisfying (4), in the range x9 < z < x. 
Therefore we see, from Proposition 1: 

Corollary 1. If Conjecture 5b) is true then (ii) and (iii) follow. 

Proof of Proposition 1: Let y = xlz so that 

Sl:= L #{p prime: z<p<2z, q = mp+1 is prime, pm, ifNm} 
m5y.3'm 

= L #{m ~ y: 3m and mp+l is prime} + O(L m2) 
z<pS2z lnSy 

by Lemma 2 

~ L 1t*(x;p) + OcT) ::> xllog2x 
z<p!:Jz 

by (4), as y3 = 0(xllog2x). On the other hand, it is well known that if 
r < s ~ y then N(z;r,s) <: C(r,s) z/log3z (see [10], Theorem S.7). Therefore 
for ~ = {3}, 

S2 := L N(z; r, s) 
r<sSy 



ANDREW GRANVILLE 319 

where F 2,~(y) = L C(r,s). In Proposition 3 below we shall accurately 
r<sSy.3n 

estimate F 2,~(y), but here a crude argument suffices: 

By noting that, for d = s-r > 0, 

r d r+d 
C(r,s) < c!>(r) cl>(d) c!>(r+d) , 

we see that 

(y) ~ _d_ ~ _r_ 2!!L 
F2.~ < ~ ~ 

d'5.y c!>(d) rSy cl>(r) c!>(r+d) 

< ~ :dJ ~[;r) lT~[«~ IT 
by Cauchy's inequality, 

~ ~,[;n)lT 
<r 

from elementary considerations. Thus S2 < yZz/log3z, and so by Cauchy's 
inequality and Lemma 1, we have 

xrt2z) - xrtz) ::> Sr/S2 ::> z/log z. 

6. The Number of Small Primes in Arithmetic Progressions 

In order to prove Theorem 3, we will use Conjecture 3" to count, in a 
very precise way, the number of "small" primes in the arithmetic progression 
1(mod p). More precisely, for given subset ~ of Q and d> 0 we define, 
for each g ~ 0, B(x, g) to be the number of primes p, x < p ~ 2x, for 
which there are exactly g distinct integers mh ... , mg, not divisible by any 
b E ~ and less than d log x, such that each of mJP+ 1, mzp+ 1, ... , mgp+ 1 is 
prime. We shall prove: 

Proposition 2. Suppose that Conjecture 3" is true. Given any finite subset 
~ of Q and d > 0 we have 

e-A."A,' x 
B(x, t) - -- -- (as x -7 00) 

t! log x 

for any fixed non-negative integer t, where A. = dp(~). 
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Assuming Proposition 2 we can now give the 

Proof of Theorem 3: Fix e > O. By taking ~ = {3}, t = 0 and 
d = -4loge (= c(e» in Proposition 2, we see that Conjecture 3· follows 
from Conjecture 3". 

Now by taking the integers m == 2 or 4 (mod 6) with m < d logx in 
Lemma 1 we have 

#{primes p: x < p ~ 2x and (l)p has solutions} 

~ # {primes p: x < p ~ 2xand there does not exist a prime mp+ 1 

with m < d log x and m == 2 or 4(mod 6)} 

+ 
m < d log x, "".a or 4(mod 6) 

~ e1t(x) + O(log3X) 

by Conjecture 3· and Lemma 2, 

~ 2m(x) 

#{primes p: plm or q = mp+ll Nm } 

for all sufficiently large x. Summing over the intervals [2-i- IX, 2-ix] gives 
the result. 

The proof of Proposition 2 is very similar to that of Theorem 5 in [7] 
where we estimated, for any fixed a # 0, the number of integers n, 
x < n ~ 2x, for which there are exactly g integers mh ... ,mg, each less 
than d log x, such that each of mln+a, mzn+a, ... , mgn+a, is prime. In our 
proof we shall miss out some technical details that are identical to the proof 
of that result. 

Now, for any fixed k, 

~ [:] B(x. g) = 
l:5jnl <.··<mk<d log x 

"""; for all be ~ 

x = Fk~(d log x) k+1 {I + o(l)} 
, (log x) 

(5) 

by Conjecture 3", where Fk,~(y) = ~I C(ml> ... , m0 and ~I is the sum 
over sets of k positive integers ml < m2 < . .. < mk ~ y, none of which 
are divisible by any b E ~. 

In Section 7 we will prove 
Proposition 3. For any fixed subset ~ of Q, integer k ~ 1 and real 
e > 0, we have the estimate 
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F k,~(x) = :! (p(~)xl {I + o (.t:-1/2) } . (6) 

The main idea of the proof of Proposition 2 is to use the combinatorial 
identity 

B(x, t) = L Ak(x), where Ak(x) = (-l)~J~J L [!] B(x, g), (7) ~t l g~k 
for each t ~ 0, together with the estimates (5) and (6). Unfortunately, as the 
0(1) in (2) depends on k, we cannot use the infinite sum in (7), but we are 

" able to approximate B(x, t) by L Ak(x) for n large to prove the result. 
k=t 

Now, by (2) and (6) we have 

'A/ (_A)k-t X 

Ak(x) = t! (k-t)! log x {I + °k(1)}· (8) 

Moreover, as ~ (-I)'" ~l ~ ~l for any integers r, s > I, we have, 

for any fixed n ~ t+ 1, 

r(X, I) - ~AiX)1 = .EJ~ (-I)'''[~lll [~l B(x, g~ 
~ L r!=:] [~] B(x, g) 

g<!,,+1 ~ 

A" 1 x 
~-,-( )'-l-{l+o(l)} t. n-t. og x 

by (8). Define s" = L (-A)k/k! which tends to 0 as n ~ 00. Then 
~" 

L(X, t) - e-A. ~' -1 x I ~ ID(X, t) - ± Ak() i t. og x i k=t 1 
+ Ax------ +---e - --I" At (_A)k-t X I At X I-A. "(-At-II 
~ { k() t! (k-t)! log x} t! log x ~ (k-t)! 

(9) 
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'A} X ')..,"-t 
~ , -1- (-( )' + 0,,(1) + ISn-t+11} t. og x n-t. 

by (8) and (9). 

7. Technical stuff: The Proof of Proposition 3 

We evaluate Fk.~(X) as x ~ 00. using essentially the same method as in 
the proof of Theorem 6 of [7]. In keeping control of the error term the 
details become extremely technical. We avoid these details here as they are 
very similar and refer the reader to [7]. 

Now wm(P) counts precisely the number of distinct residue classes (mod 
p) that contain an mi (i = O. 1 ..... k) where mo = O. 

We define (Md) = II (P-k) for each d ~ 1. and 
pld,p>k 

Cs = II IPw(P)/p 
P (I-lJpl+1 

It is easy to see that 

II P - wm(P) 
C(mh .... m0 = Cs (10) 

p/9(m) IPk+ 1 (P) 

where 9(m) = ril mil [II (m'J' - rrIj)]. and so the product in (10) is finite. 
~1 1Si<jSlc 

Therefore 

= Cs L1 L ~.z(d) II [p - IPk+1(P) - wm(P) 1 
dl9(m) p/d IPk+1(P) 

= gk.~ ~ (1 + Ok.~(xE-'h)} 

after a considerable amount of rearrangement (exactly as in [7]) where 

gk.~ = Cs L IPJ..L2(~ (d)1 k L II fp - IPk+1(P) - wm(P)] • (11) 
<21 k+1 a dl9(m) pld 

a = II band L is the sum over 1 ~ ml> .... mk ~ ad with bA mi for 
be/3 

each i and b E ~. 

Now. in order to evaluate the sum in (11) we need: 
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Lemma 6. For each k ~ 1 we have 

(a) A/c(P) = L wm(P) = l+l - (p-ll+1, 

lSm!, ...• m?p-1 

(c) L wm(2) = 2.3/c - 1. 
lSm1 •...• m~ 

Proof: (a) Let AIcJ(P) denote the number of k-tuples (mit ... , m0, with 
o ~ mit ... , m/c ~ p-l, for which there are exactly j non-zero residue 

classes (mod p) that contain an mi. We shall prove our result by induction 
on k: For k = 1, 

Al(P) = 2.Al.l(P) + l.Al.O(P) = 2(P-l) + 1 = p2 - (P-l)2 . 

Now, by using the identity 

we have 

A/C+lj(P) = (j+l) A/cJ{P) + (P-J) A/cj-l(P) , 

/C+l 
A/c+l(P) = L (j+l) A/C+1j(P) 

j=O 

/c 
= L (P + (P-l)(j+l») A/cJ{P) , 

j=O 

using (12), 

by the induction hypothesis. 

(b) It is easy to see that Ah(P) = t (~) Xj(P) and so, 
j=O J 

X/c(p) = i (~)(_I)/C-h Ah(P) 
h=O 

= i (~) (_I)/C-h (ph+l _ (P-l)h+1) 
h=O 

by (a), 

= P(P-l)/c - (P-l)(P-2)/c . 

(12) 
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(c) As wm(2) = 2 unless each mi equals 2, the result is immediate. 

Now, for a fixed value of d we have 

where 

= fl [l(P-<I>A:+I(P») - AA:(P)] = :l [(P-li+1 - pA: <l>A:+I(P)] 

pW ~d 

by Lemma 6(a), 

~ 2(-P'+k+t(P»[I- .~~) (7)'] ; 
Jk 

II2 = II 1: 1 = II (b-l)A:; 
be/3 ISml , ... , m~1 be/3 

(b,d)=1 (b,d)=1 

= PIl},d)PA:[(P-l)A:(P-<I>A:+I(P)) - XA:(P)] 

p~3 

= II pA:[(p-l)(p-2i - (P-l)A: <l>A:+I(P)] 
pl(a,d) 

p"i!o3 

by Lemma 6(b), 

~ ,JL,(-p'(p-l)'$k+t(P)+ - t~) (;-; )'] ; 
p"i!.3 
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o~, ... ,mk~ 

""'1' ... , mk 

by Lemma 6(c), if 4E ~ and 21d; 1t4 = 1 otherwise. 

Therefore, by (11) and (13), and a little rearrangement, we have 

( l)k [<P-:l) ( 1 )k] gk~ = Cs II 1-- L Il(d) . II 1 - - - 1 - - . rd 
, bE~ b d21 pld <1>k+l(P) [rEp 

where r d = 1 - 1/3k if 4 E ~ and 21d, 1 otherwise, and Ep = 1 if pia, 
o otherwise, 

where s~ = (2/3l if 4 E ~, 1 otherwise, 
k 

= £I~ (1 - <1>(~)) = p(~)k. 

The result follows immediately. 

Acknowledgements: I'd like to thank Michael Filaseta for allowing me to 
include his unpublished results (Lemma 4(iii) and Lemma 5) in this paper; 
and the referee for a number of thoughtful comments. 
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Modular Integrals and 

Their Mellin Transforms 

MARVIN KNOPP 

To my teacher and friend, Paul Bateman, on his seventieth birthday 

I. Introduction 

My purpose is to give a succinct and readable account of recent develop­
ments in the theory of modular integrals (with associated rational period 
functions) and the Mellin transforms of these. As I have already given 
one such exposition [13] which emphasizes the rational period functions 
on the modular group r(l) at the expense of the modular integrals (and 
their Mellin transforms), the present article will redress the balance, deal­
ing mainly with the latter and putting aside discussion of rational period 
functions per se, whenever possible. Unavoidably there is a good bit of 
overlap between the present note and [13], to which it should be regarded 
as supplementary. Proofs are - or are to be - given elsewhere [4,10,11,12]. 
All of the results presented here can be generalized to accommodate (rea­
sonably) general multiplier systems, but for the sake of clarity we restrict 
attention to multiplier system identically one. 

My interest in this subject began in the academic year 1956-57, when at 
the suggestion of my teacher, Paul Bateman, I studied the dissertation of 
Hurwitz [10] in preparation for thesis work in the area of modular forms. 
I was particularly struck by Hurwitz's investigation of the series 

, 1 
G2(z) = L (mz + n)2' 

m,nEZ 

(1.1) 

the Eisenstein series of weight 2 connected with the full modular group 

r(l) = {(~ ~) la,b,c,d,fZ,ad-bc= 1}. (1.2) 
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Hurwitz demonstrates that, in contrast to the Eisenstein series of higher 
weight, 

G2k(Z)= L: '(mz+n)-2k,k~2, 
m,ncZ 

which are modular forms of weight 2k on r(l), G2 is a kind of modular 
"quasi-form," of weight 2, satisfying the transformation equations 

foruH={z=z+iyly>O}. SinceS= (~ ~) andT= (~ 01) 

generate r(1),(1.3) implies that G2 has "reasonable" behavior under any 
transformation in r(l). Hurwitz's work makes it plain that the appearance 
of the "period-function" (-27ri)/ z in (1.3) is due to the conditional con­
vergence of the series (1.1). (Functions with the functional equations (1.3) 
arise also as the logarithmic-derivatives of modular forms.) 

Somewhat later, in my dissertation [9], I encountered a similar phe­
nomenon, but this time the functions in question had negative weight and 
polynomial "periods." Specifically, in [9] I construct functions F analytic 
in H such that 

1 
F(z + 1) = F(z), z2k F( --) = F(z) + p(z), 

z 
(1.4) 

where kfZ+ and p(z) is polynomial of degree at most 2k. We now recognize 
such F as "Eichler integrals," but at the time Eichler's classic work [1] was 
not yet known to me. (Either it had just appeared or it was about to 
appear.) 

In the summer of 1975, after many attempts to prove that (1.3) and (1.4) 
represent essentially all cases of functions having transformation formulas 
with rational period functions, under transformation by elements of r(l), 
I proved the opposite, devising a method for the construction of an infinite 
class of rational period functions for r(l), entirely new in the sense that they 
are not described in (1.3) or (1.4)[11]. Since then, much further progress 
has been made in constructing and characterizing rational period functions 
for r(l), most of it described in [13]. 

II. Modular integrals and the generalized Poincare series 

Suppose J is meromorphic in H and there satisfies 

1 
J(z + 1) = J(z), z-2k J( --) = J(z) + q(z), 

z 
(2.1) 
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where keZ and q(z) is a rational function. Then we call f a modular 
integral (MI) on r(l) of weight 2k with rational period function (RPF) 
q. This definition can, of course, be generalized to odd integral weights, 
nontrivial multiplier systems and groups other than r(I). (We shall have 
something to say later about RPF's on subgroups of r(I).) Now, because 
T2 = (ST)3 = I as linear fractional transformations (the defining relations 
of r(I)), it follows from (2.1) that 

1 -1 z - 1 
z-2kq( __ )+q(z) = 0,(z-lt2kq(-I)+z-2kq(-)+q(z) = 0. (2.2a) 

z z - z 

Letting 

FI (a b) = (cz+ d)-2kF(az+ b) 
c d cz + d 

(2.3) 

for M = (~ ~) er(l) and F defined on H, we can rewrite (2.2a) as 

qlT + q = 0, ql(ST)2 + qlST + q = 0, (2.2b) 

a direct consequence of (2.1), as we have indicated. 
In fact, even more is true; (2.2) is equivalent to (2.1) in the follow­

ing sense. Suppose q is a rational function (or, less restrictively, simply 
holomorphic in H and of polynomial growth, both at 00 and upon vertical 
approach to the real axis from within H) satisfying the relations (2.2). Then 
there exists f holomorphic in H such that (2.1) holds. The proof of this 
involves the generalized Poincare series of Eichler ([2],[3]), an often useful 
device which is easy to describe yet apparently not widely known. For a 
discrete r acting on H, the collection {qM I Mer} is called a cocycle in 
weight 2k if 

(2.4) 

where qM1 IM2 is defined by (2.3). To obtain a cocycle, we simply need to 
assign a qM to each M in a set of generators for r(l) in such a way that the 
choice is consistent with the group relations among the generators. Then 
qM for general M in r is defined by (2.4). That is, write M as a word in 
the generators and apply (2.4) repeatly. In the case r = r(I), the modular 
group, we can choose Sand T as generators, with the defining relations 
T2 = (ST)3 = I. In particular, we wish to construct a cocycle {qM} such 
that qs = 0, qT = q, consistent with (2.1); then the conditions (2.2) on q 
are precisely the conditions of consistency with the two group relations in 
r(I). 
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Now, given a rational function q satisfying (2.2) define the cocy­
cle {qM I Mlf(l)} by application of (2.4) and form the generalized 
Poincare series 

H(z) = E qM(Z)(CZ + d)-2p, (2.5) 
c,dfZ 

(c,d)=l 

where M = (: ~ ) If(l) and PlZ+ , chosen sufficiently large to guarantee 

absolute convergence of the series. Note that qM depends only upon the 
lower row c, d of M as a consequence of qs = O. (There is a good deal of 
estimation required for the proof of absolute convergence; see [14,§1I].) A 
function I satisfying (2.1) is then given by 

I(z) = -H(z)/ E2p(z), 

where E2p is the Eisenstein series, 

E2p(Z) = E (cz + dt 2P . 
c,dfZ 

(c,d)=l 

(2.6) 

(E2p(Z) is of weight 2p on f(l); it is in fact virtually the same as G2p(z), 
defined above: G2p(z) = (2p)E2p(z).) However,/(z) defined by (2.6) falls 
short of what we require, since it may have poles at the zeros of E2p. I 
can be modified to remove the poles. When 2k ~ 2, we can accomplish 
this by application of a "Mittag-Leffler theorem" for automorphic forms; if 
2k ::5 0, elimination of the poles in H (but not at ioo) is still possible by use 
of a technically more complicated procedure based upon results of Douglas 
Niebur [17]. (See [14,§III] for details.) 

This construction is general in the sense that, with the weight fixed, any 
two MI's corresponding to the same RPF on f(l) differ by a modular form 
ofthat weight. Thus, given the RPF q on f(l) any corresponding MI is the 
sum of the generalized Poincare series we have constructed and a modular 
form on f(l). (Within the present context, modular forms on f(l) are 
regarded as known, either as linear combinations of Poincare series or in 
terms of the discriminant function-the cusp form of weight 12- and the 
Eisenstein series G4 , G6.) 

III. Modular integrals and the quadratic Eisenstein series 

The initial aims of our study, clearly, should be the characterization 
of the RPF's on f(l) within the class of all rational functions, and the 
determination of their corresponding MI's. There is good reason to believe 
that Choie and Zagier are very close to reaching the first of these two goals. 
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One might conclude that the second will be reached with it by means of the 
generalized Poincare series. However, while the construction of these series 
resolves the existence question for MI's on r(l) (given the RPF on r(1)), 
it does not shed much light upon the relationship between the MI and its 
RPF, or upon the structure of the Fourier coefficients of the integral. For 
this reason it is desirable to have an alternative to the generalized Poincare 
series for the construction of modular integrals. 

Here and in § IV we shall present two variants of an approach to the 
construction of MI's based upon Zagier's quadratic Eisenstein series , 

b:,D(Z) = ~)az2 + bz + ctl:. (3.1) 

Here k is a positive even integer and VcZ+ is a discriminant: V == 
o or 1( mod 4); the summation is over all triples a, b, ccZ such that b2 -

4ac = D. fl:,D is a cusp form on r(l) of weight 2k == O( mod 4). This fol­
lows easily from absolute convergence of the sum when k ~ 4; when k = 2 
the proof is more subtle, requiring the introduction of a Hecke convergence 
factor [20,39-42] or careful handling of the order of summation. 

It is elementary that fl:,D = 0 when k is odd, but L.A. Parson has 
observed that in this case half of the series for fl:,D yields a nontrivial MI 
on r(I). That is to say, if one defines 

ipl:,D(Z) = L:(az2 + bz + ctl:, 
0>0 

(3.2) 

with k odd and again subject to the summation condition b2 - 4ac = V, 
then 

<Pl,D(Z + 1) = ipl:,D(Z), z-2l:ipl:,D(-I/z) = <Pl:,D(Z) + ql:,D(Z). (3.3) 

Here, 
ql:,D(Z) = 2 L: (az2 + bz + c)-l:, 

II<O<C 

(3.4) 

once again with b2 - 4ac = V in the summation. Of course, the condition 
a < 0 < c guarantees that the sum is finite, hence a rational function. 
Again, (3.3) is a direct consequence of absolute convergence of the sum 
(3.2), provided k ~ 3. 

The case k = 1 is more difficult, dependent upon the use of the Hecke 
convergence factor (as when k = 2). Specifically, when k = 1 we consider, 
in place of ipl:,D, the function 

ipl,D(zls) = L:(az2 + bz + c)-1Iaz2 + bz + cl-', (3.5) 
11>0 
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defined initially for complex s of sufficiently large real part. The next step 
entails analytic continuation(in the variable s) of CPl,D(zls) into an open 
half-plane containing the point s = O. Finally, one studies CPl,D(zIO), where 
this is the analytic continuation evaluated at s = o. 

The major part of the work in the case k = 1 is in establishing the analytic 
continuation; as we learn from the work of Hecke [6], Maass [16] and Siegel 
[18], this can be done by calculating the Fourier coefficients of CP1,D(zls), 
which, like CPk,D(Z), is periodic in z, with period 1. This calculation, in turn, 
depends upon an application of Poisson summation. Zagier has carried it 
out for hD(zls), consequently for the cusp form hD(Z) = hD(zIO)[20,39-
42]. The coefficients of CPl,D(zls) will be similar. 

To avoid technical difficulties we omit the case k = 1 and give the re­
sult of Zagier's calculation when applied to CPk,D in the case of absolute 
convergence. For k ;::: 3 the method of [20, 43-45]' under the simplifying 
assumption D :f a square, yields the following: 

where 

00 

CPk,D(Z) = E cn (D)e2'1rinz , 

n=1 

S(J(n, D) = L exp (7rirb/a) 

b( mod 2a) 

b2 == D( mod 4a) 

and Jk-l/2 is the usual Bessel function. 

IV. More on modular integrals 

(3.6) 

A less direct modification of the quadratic Eisenstein series arises from 
Kohnen and Zagier's explicit calculation [15, §2] of the even period poly­
nomials r+(fk,D), which result from (2k -1)- fold integration of Jk,D. 

To define r+(fk,D), we introduce the period polynomial r(f) associated 
to the cusp form J of weight 2k (and the element T of f(l)) by 

r(f)(X) = 1ioo J(z)(X - z)2k-2dz. 
O=T(ioo) 

( 4.1) 

One can show, without much difficulty, that such r(f) are RPF's of weight 
2 - 2k, and since f(l) has the automorphism 

(a b) --+ (a -b) 
c d -c d ' 
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it follows that the polynomials r*(f) defined by r*(f)(X) = r(f)( -X) are 
again RPF's. The even and odd periods, r+(f) and r-(f) respectively, are 
then defined by 

1 1 
r+(f) = 2 {r(f) + r*(f)}, r-(f) = 2{r(f) - r*(f)}. (4.2) 

Once again these are (polynomial) RPF's. By [15, Theorem 4], r+ (f) can 
be expressed in the form 

r+(f)(z) = a L:(az2 + bz + c)k-l + f3(z2k-2 - 1), (4.3) 

where a, 13 are constants and the summation conditions in (4.3) are 

a, b, c i Z, b2 - 4ac = D, a < 0 < c. ( 4.4) 

As before, the last condition in (4.4) guarantees that the sum in (4.3) is 
finite, hence that r+(f) is a polynomial of degree 5 2k - 2. 

Now the sums in (4.3) are RPF's, whether the (odd) exponent k - 1 is 
positive or negative. When k is even and k 5 0 these sums are RPF's of 
the same general type as (3.4) and, in fact, if we put D = 5 and replace 
k - 1 by - k, now with k odd and > 0, they reduce to my first new 
examples of 1975 [11]. Motivated by these observations, I carried out a 
formal (2k-1)-fold integration, term-by-term, of the series (3.1) for fk,D(Z), 
While the integrated series clearly diverges, if we simply replace k by - k 
formally, we obtain the series 

tP () - " log ((z - f3)/(z - a)) 
k,D Z - L..J (az2 + bz + c)k+l ' (4.5) 

where k + 1 is odd and > O. Here a = -btfD" , f3 = -b'2fD" and the 
summation is again over all triples a, b, CiZ with b2 - 4ac = D (as in 3.1)). 
When k + 1 ~ 3, the series (4.5) converges absolutely; if k + 1 = 1 the 
series again requires a convergence factor. Note that when k + 1 is even, 
tPk,D = O. 

Study of the function tPk,D, for k + 1 odd, shows that it is holomor­
phic in H, periodic in z with period 1 and that it satisfies the following 
transformation equation when subjected to the inversion T: 

T _" log (a/f3) 
tPk,DI - tPk,D - L..J (az2 + bz + c)k+l 

b2 -4ac=D 

+ 2'1!'i L: (az 2 + bz + c)-k-l 

b2 -4ac=D 
a<O<c 

(4.6) 
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say, with summation again over a, b, CfZ. The condition a < 0 < C implies 
that re(z) is a finite sum, and thus a rational function. Since k > 0, it has 
poles at the points 01, /3fQ( JD). Further consideration shows that re is an 
even function, while ro is odd. However, since the real line is a natural 
boundary for ro, it is not possible to conclude from this alone (as we did 
above for the polynomials r+(!), r-(!) defined in (4.2)) that ro and re 
satisfy (2.2). Notwithstanding this, these functions do in fact satisfy (2.2); 
for, as mentioned above, this has been verified directly for re , so it follows 
as well for ro. 

tPk,D, then, is a periodic function having as even period under T the RPF 
re , but tPk,D fails to satisfy the condition (2.1) for a MI since its period 
ro + re, under T, is not a rational function. Indeed, this is only one respect 
in which the MI ipk,D of § III is more satisfactory than tPk,D. Another is the 
relative complexity of tPk,D; as a consequence of this, though the Fourier 
coefficients of tPk,D presumably can be calculated by a suitable modifica­
tion of Zagier's method of [20,44-45]' their structure is undoubtedly more 
complicated than that of the cn(D), given in (3.7). 

On the other hand, the tPk,D and similar series certainly have a role 
in the theory of MI's and bear further study, particularly since both 
ipk,D and tPk,D are of interest only for weights 2k == 2( mod 4). Indeed, 
aside from the generalized Poincare series, no principle for the construction 
of MI's is yet available in weights 2k == 0 mod 4). 

V. Mellin transforms of MI's on r(l) 

As is well known, Heeke, following Riemann, discovered - by applying the 
Mellin transform and its inverse - the systematic relationship between mod­
ular forms, on the one hand, and Dirichlet series with a simple functional 
equation, on the other [5,7]. In [12, Theorems 3 and 4], I showed that the 
same kind of bilateral relationship obtains between MI's with RPF's hav­
ing poles in Q only (thus, at 0 and 00) and a larger class of Dirichlet series 
with precisely the same functional equation as for the Mellin transform 
of a modular form. It follows, as a consequence of this relationship, that 
when the RPF of a MI has poles outside of Q (i.e. in Q( ../N), with N t 
a square), the Mellin transform of the MI cannot satisfy this same simple 
functional equation. 

This observation serves as the starting point of my recent joint work with 
Hawkins [4], which in fact establishes a more complex functional equation 
for the Mellin transform of a MI with RPF, whether or not the poles of 
the RPF lie in Q. Compared with that of Hecke, this functional equation 
contains an additional term which is a finite sum of beta functions, the 
number of terms depending upon the number of and orders of the poles of 
the RPF associated with the MI. 



MODULAR INTEGRALS 335 

To make this specific, suppose that f is an entire MIon f(l). That is 
to say: (i) f satisfies (2.l)j(ii) f is holomorphic in Hj (iii) f has a Fourier 
expansion of the form 

00 

f(z) = L ane2'J1"inz. (5.1) 
n=O 

It follows from these three conditions that an = O(n"Y), n -+ +00, for some 
, > 0, and this in turn guarantees the absolute convergence of the Dirichlet 
series 2:::'=1 ann-· in the half-plane Res> 1+,. This series arises naturally 
from term-by-term integration when one forms the Mellin transform 

(5.2) 

of f(z) - ao• Note that 4IJ(s), like the Dirichlet series, is holomorphic in 
Res> 1 +,. 

The classic work of Hecke [5,7] shows that if f is an entire modular form 
(that is, if q = 0 in (2.1)), then cf>J(s) has certain desirable properties, the 
most striking among them the functional equation 

(5.3) 

In order to make sense of (5.3) he must show as well that cf> J can be con­
tinued to a function meromorphic in the entire s-plane. Furthermore, there 
is a converse theorem, but we shall not state it explicity. 

After showing in [12, Theorem 1] that any RPF on f(l) with poles in Q 
has the form 

q(z) = LCtIZ-', -L ~ 1 ~ M, (5.4) 

I proved the following generalization of Heeke's celebrated correspondence 
(between entire modular forms and Dirichlet series having a functional 
equation). 

Theorem 1. [12, Theorem 3]. Suppose f is an entire Mlon f(l) with 
RPF of the form (5.4). Let cf>J be the Mellin transform of f(z)-a o , defined 
by (5.2). Then cf> J can be continued analytically to a function meromorphic 
in the entire s- plane, with at worst simple poles at a finite number of integer 
values of s. Furthermore, 41 J satisfies the functional equation (5.3). 

The striking aspect of this result is that RPF's of the form (5.4) have no 
effect upon the functional equation of 41 J: the Mellin transform of an entire 
MI on f(l) with RPF of the form (5.4) has precisely the same functional 
equation as does the Mellin transform of an entire modular form on f(l). 
In [12, Theorem 3] the number and position of the possible simple poles 
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of ~I are determined completely in terms of the weight 2k. Here, as in 
Hecke's work, there is a straightforward converse. 

Recently, Hawkins and I proved a generalization of Theorem 1 that re­
moves the restriction (5.4) on the RPF q of the MI: 

Theorem 2. [4, Theorem 2]. Suppose f is an entire Mlon r(I). Then 
~I can be continued analytically to a function meromorphic in the entire 
s - plane, with at worst simple poles at integer values of s. Furthermore, 
~ I has a functional equation 

(5.5) 

where RI(s) is a finite complex linear combination, summed over integral 
j and r, of terms of the form 

(:~ t {B(s, r - s)e- Irf aj - (_1)1: B(2k - s, r - 2k + s)e-lrifar-6}. 
J 

Here, B is the beta function and the aj are the poles of the RPF q in the 
set 

P = {Rez > O,Imz ::; O} U {Rez = 0, 1::; Imz < OJ. 

Remarks 1. P does not intersect H, in conformity with the fact that f 
is holomorphic in H. Note that q may have a pole at 0, but that leaves 
unaffected the formula for Rj, as is consistent with Theorem 1 and, indeed, 
follows from it. 

2. To each pole a in P corresponds another pole -~ of q, outside of P. 
This follows directly from the first relation qlT = -q of (2.2b). The proof 
of Theorem 2 does not involve the second relation, ql(ST)2 + qlST + q = 0, 
of (2.2b), so that it actually holds in the far broader context of MI's on 
the subgroup rll, of index 3 in r(l) : rll =< S2,T >. (The sole relation 
in these two generators is T2 = I; thus the RPF's for rll, subject only to 
the first of the two relations in (2.2b), form a much larger class than do the 
RPF's on r(I).) 

3. With j fixed (i.e., aj a fixed pole of q) r is summed over the various 
powers of (z - a j ) -1 that occur in the principal part of q at a j. 

4. It is the explicit simple form of RI that conveys the significance of the 
functional equation (5.5). Lacking such an expression, Rj(s) would simply 
be anotherlabel for ~j (2k - s) - (-I)I:~j(s), and (5.5) a tautology, hardly 
a functional equation. 

5. The ordinary Gaussian hypergeometric function 2Fl figures promi­
nently in the analytic continuation of 4i j and, as well, in the derviation of 
the closed form of RI. It surprised the authors that, despite the presence 
of several terms involving 2Fl throughout most of the calculation of Rj, in 
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the (very) end they dropped out, leaving a remarkably simple formula for 

RI' 
6. The expression for the analytic continuation of ~ I, involving 2Fl, is 

not given here. It shows that, while ~ I is holomorphic in a right half­
plane (as follows from the definition (5.2)), it has infinitely many poles - at 
integral values of s- in the corresponding left half-plane. This is reflected 
in our closed expression for RI' 

7. Theorem 2 has a converse, but unlike the converse to Theorem 1, its 
statement is not evident without a more explicit version of Theorem 2 than 
we care to give here. The same holds true for the converse to Theorem 
4(§VI). 

VI. Generalization to fQ(N) 

We now turn to results analogous to Theorems 1 and 2 that emerge when 
ro(N) =< ro(N),w(N) >,Nf.Z+, replaces the modular group r(l). Here 
ro(N) is the congruence subgroup of r(l) defined by the condition Nic in 

the modular matrix M = (~ ~) f.r(l), and w(N) = (~ -tv) For 

N> 1, ro(N) is not a subgroup of r(l). 
In [19] Weil develops an important generalization to ro(N) of the Heeke 

correspondence. His work goes beyond straightforward generalization, how­
ever: Weil obtains functional equations not only for the Dirichlet series 
attached directly to the modular form by the Mellin transform, but in 
addition for the infinite class of Dirichlet series arising from the Mellin 
transform through a "twisting" of the coefficients by Dirichlet characters 
of conductor relatively prime to N. 

Weil's converse theorem is stronger than the expected one: it postulates 
functional equations only for the "twisted Mellin transforms" correspond­
ing to a suitable infinite subclass of Dirichlet characters with conductor 
relatively prime to N, rather than for the entire class. Weil's functional 
equation for the twisted Mellin transform is new even for N = 1, in which 
case fQ(N) = ro(N) = r(l). 

Theorems 3 and 4 of this section bear the same relationship to Theorems 
1 and 2, respectively, as does Weil's work to Heeke's. That is, Theorem 3 
(Theorem 4) extends Theorem 1 (Theorem 2) to ro(N). In both cases the 
single functional equation satisfied by ~I in Theorems 1 and 2 is replaced 
by an infinite class of functional equations, one for each twisted Mellin 
transform. Again, both have converses, but we omit discussion of these. 

Suppose that in H the function f is holomorphic and satisfies the trans­
formation formulae 

flV = f + qv, Vf.ro(N);flw(N) = Cf + qw, (6.1) 
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where qv, qw are rational functions and C is a complex number. Assume 
further that f has the expansion at 00: 

where 

00 

f(z) = E ane2lrinz, uH, 
n=O 

an = O(n'Y), n -+ +00, 

(6.2) 

(6.3) 

with fixed "y > O. Then we call f an entire modular integral on ro(N) 01 
weight 2k. 

Because w(N) has order 2 as a linear fractional transformation, it follows 
that G = ±l. If G = 1 this definition simply carries over to ro(N) our 
earlier definition of a MI on r(l) (that is, with multiplier system identically 
one). 

The greater generality allowed here (G = ±l) arises from the circum­
stance that Weil's focus of interest in [19] is actually ro(N) rather than the 
extended group ro(N). But, since w(N) is in the normalizer of ro(N), and 
since entire modular forms on ro(N), of fixed weight 2k, constitute a finite 
dimensional Hilbert space (with respect to the Petersson inner product), 
this space has a basis consisting entirely of eigenfunctions of the operator 
1-+ Ilw(N). Thus Weil may -and does-assume from the outset that 

Ilw(N) = GI, (6.4) 

and this makes available to Weil Heeke's line of reasoning, which depends 
upon invariance of a r(1)-modular form with respect to the inversion Tz = 
- ~. (For N > 1, T is not in r 0 (N), or in ro (N).) The appropriate analogue 
of Weil's condition (6.4) within the context of MI's on ro(N), is given in 
the second part of (6.1). 

For m(Z+, X a Dirichlet character mod m and I given by (6.2), put 

00 

(a) Ix(z) = Eanx(n)e2lrinZ; 
n=l 

00 

(b) c})/,x(s) = (;:)'r(s) E anx(n)n-'. 
n=l 

Then, 

100 dy 100 iy dy 
c})/,x(s) = m' fx{iy)y'- = fx(-)Y'-, 

o Yom Y 

so that c}) / ,x (s) is the Mellin transform of Ix ('!n ). 
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Theorem 3. [10, Theorem I}. Let I be an entire Mlon r(j(N) of weight 
2k :5 0, such that the RPF's qv, qw of (6.1) are polynomials of degree :5 
-2k. Suppose X is a primitive Dirichlet character modulom with (m, N) = 
1. Then 'P, and 'P,.x have analytic continuations to the entire s- plane 
with at most finitely many simple poles at nonpositive, integer values of s. 
Furthermore, 

and 

where g(X) is the Gaussian sum, 

g(X) = L x(a)e2'1ri-:'. 

a( mod m) 

Remarks 1. Here, as in Theorem 1, the special nature of the RPF's corre­
sponding to the MI leads to functional equations for the Mellin transforms 
which are precisely the same as those that occur in [19] for entire modular 
forms. In contrast to Theorem 1, the RPF's in Theorem 3 are not allowed 
to have poles at z = O. This reflects the true mathematical situation, not 
a defect in the method of proof. 

2. The assumption that qv, qw are polynomials implies both that k :5 0 
and that their degrees are at most - 2k. The hypotheses in Theorem 3 
may be simplified accordingly. Assuming qv, qw to be polynomials has the 
further consequence that the poles of 'P, and 'P,.x are restricted to s :5 O. 

Since the weight is :5 0 in Theorem 3 and> 0 in [19] (there are no non­
trivial entire modular forms of weight :5 0), Theorem 3 should be regarded 
as a supplement to Weil's theorem rather than a generalization. The fol­
lowing result, containing no assumption upon the RPF's qv, qw of (6.1), 
generalizes both Weil's theorem and Theorem 3. 

Theorem 4. Let I be an arbitrary entire Mlon r(j(N) of weight 2k, kiZ. 
Let X be as in Theorem 3. Then we have: 

(i) Ixlw(Nm2) = C~~~~x(-N)fx + Qx, with Qx a rational function 
holomorphic in H. 

(ii) Both 'P, and 'P,.x have continuations to the entire s- plane, with at 
worst simple poles (usually infinite in number) at integer values of 
s. 
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Furthermore, 

and 

In (A) RJ(s) is a finite complex linear combination, summed over integral 
j and r, of terms having the form 

(VNY-'{f(r - s)f(s)(iVNO:j),-r 

- (-l)'T(r - 2k + s)f(2k - s)(iVNO:j)2k-s-r}, 

where the O:j are those polesofRPF qw which lie in the set {Rez > 0, Imz ~ 
O} U {Re = 0, -iN ~ Imz < O}. In (B) RJ,x(s) is a complex linear combi­
nation, summed on integral j and r, of terms having the form 

(v'NY-·m·-1g(X){(X)(Nb)f(r - s)f(s)(iv'N O:j ).-r 

- (-l)k X(-b)f(r - 2k + s)f(2k - s)(iVNmO:j)2k-s-r}, 

where the O:j now are those poles of Qx in the set 

{Rez> 0, Imz ~ O} U {Rez = 0, -l/VNm ~ Imz < a}, 

and b is an integer such that 1 ~ b ~ m, (b, m) = 1. 

The remarks following Theorem 2 are applicable here as well, with the 
obvious exception of the third and fourth sentences of Remark 2. For these 
two sentences there is an analogue only for N = 2 and 3. 
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A Congruence for Generalized Frobenius 

Partitions with 3 Colors Modulo Powers of 3 

LOUIS W. KOLITSCH 

Dedicated to Paul Bateman 

In 1919 Ramanujan conjectured congruences for certain classes of ordi­
nary partitions modulo powers of 5 and 7 which were later proved by G.N. 
Watson. The corresponding congruences for colored generalized Frobenius 
partitions with 5 and 7 colors were recently derived by establishing a rela­
tionship between these partitions and ordinary partitions [5]. In this paper 
we prove similar congruences for colored generalized Frobenius partitions 
with 3 colors modulo powers of 3 using certain generating function identities 
and the modular equation of order 3. 

We will show that c<P3(m) = c<P3(m) - p(m/3), the number of generalized 
Frobenius partitions of m with 3 colors whose order is three under cyclic 
permutation of the colors, is the coefficient of qm in the generating function 

9q~q9.q9)3 -( . ) <' 3. 'fj . Using this result we will then show that c<P3(m) is congruent q,q 00 q ,q 00 

to zero modulo large powers of 3 for certain values of m. Specifically, if AO' 
is the reciprocal of 8 modulo 30', then 

The technique used in deriving the congruence will be analogous to those 
used by Atkin [2], Hirschhorn and Hunt [4], and Garvan [3]. 

Before we start on the proofs, let me remind the reader of the defini­
tion of a generalized Frobenius partition. As defined in [1] a generalized 
Frobenius partition is a two-lined array of nonnegative integers of the form 

( a1 a2 ... a ) 
b 'b ' ... 'b r where the entries in each row are ordered from largest to 

1, 2, ,r 

smallest. The number being partitioned is m = L:~=1(ai + bi + 1) . 
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In our case we are considering a special class of generalized Frobenius 
partitions-generalized Frobenius partitions of m with 3 colors. These are 
all of the arrays of the above form where the entries are taken from three 
distinct copies of the nonnegative integers distinguished by three different 
colors and ordered first according to size and then by color. 

We begin by proving 

Theorem 1. 
00 _ m 9q(q9 j q9)!, L c~3(m)q = ( . )3 ( 3. 3) . 

m=O q,q 00 q ,q 00 

The proof of this result is based on the following two lemmas and the 
fact that E:=oP(T) qm = 1/(q3 jq3)00 where P(T) = 0 ifm/3 is not an 
integer. 

Lemma 1. 

00 1 [ 00 (q3i+1 q3i+2)] L c~3(m)qm = -( . )3 1 +6L 1- 3i+1 - 1- 3i+2 . 
m=O q,q i=O q q 

Lemma 2. 

The first lemma is a result due to Andrews [1]. The second follows by 
applying Jacobi's triple product identity and the logarithmic derivative of 
Jacobi's triple product identity to (qj q)!, = E:=-oo n( _1)nqC'tl), another 
result due to Jacobi, after rewriting this series according to the congruence 
class of n modulo 3. 

Combining these two lemmas we have 

00 00 

L c~3(m)qm = L (c~3(m) - P (;)) qm 
m=O m=O 
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1 [00 (q3i+l q6iH) 3q(q9; q9)~1 
= (q; q)~ 6 ~ 1- q9i+3 - 1- q9i+6 + (q3; q3)00 

= _1_ [6 00 q3i+1 + 3q(q9; q9)~1 
(q; q)~ i~OO 1- q9i+3 (q3; q3)00 

_ 1 ( 6q(q9;q9)~ + 3q(q9;q9)~) 
- (q; q)~ (q6; q9)00(q3; q9)00 (q3; q3)00 

(which follows from Ramanujan's ltPl-identity). Our theorem follows im­
mediately from this. 

D fi · C E3 T q3E~ d S E: +9q3E3E~7 d' 
e nmg" = "iEl' = Ei' an = Ef E:' our secon mam 

theorem is 

Theorem 2. If a ~ 1, then 

00 
I:><P3(3an + '\a)qn = 
n=O 

{ _l_"~ 9x ·T-4jq9jc-4j-l(c+9) if a is even, 
gE3 L.J)=l a,) " " 

...:L-"~ 9x ·T-4jq9j C-4j (C + 9) if a is odd, 
g3E3 L.J)=l a,) "" 

where E(q) = (q; q)oo and Ei = E(qi) with El = E, 

Xl = (3,0,0, ... ), 

{ 
xaA if a is even, 

Xa+l = .. 
xaB 1f a 1S odd, 

A = (aij)i,j~l, aij = 9m4i+l,i+j + m4i,i+j, 

B = (bij)i,j~l' bij = m4i-l,i+j + 9m4i,i+j, 

ml,l = 3, m2,l = 1, mi,l = 0 for i ~ 3, 

ml,2 = 0, m2,2 = 34, m3,2 = 2.33, 

ml,3 = 0, m2,3 = 0, m3,3 = 37 , 

mi,j = ° for i::; 3 and j ~ 4, 

mi,j = mi-3,j-l + 9mi-2,j-l + 27mi-l,j-l for i ~ 4, j ~ 2, 

'\a is the reciprocal of 8 modulo 3a . 

The proof of Theorem 2 relies on the following four lemmas. 

Lemma 3. e + ge2 + 27e = q9T-4. 

Lemma 4. 
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where HI: is the operator which acts on a power series of q and picks out 
those terms in which the power of q is congruent to k modulo 3. 

Lemma 5. 

H2 (ge-4i- 1 +e-4i) = ~ f aij r i+4jq-9i-9j , 

q j=1 

H2 (e-4i+1 + ge-4i) = ~ f bijri+4jq-9i-9j . 

q j=1 

Lemma 6. If Aa represents the reciprocal of 8 modulo 3a, then 

A - 8 { 1(7· 3a + 1) ifll' is even, 

a - i(5 . 3a + 1) if Il' is odd, 

and 
A _ { 3a + Aa if Il' is even, 

a+1 - 2 . 3a + Aa if Il' is odd. 

Lemma 3 is the modular equation of order three. Lemma 4 follows by 
observing that e- i = T4q-9(e- i + ge-i + 27e-i ) from Lemma 3 and 

E4 9q2E3 E e =::ihE + E~T 3 3 from Lemma 2 and the proof of Theorem 1. Lemma 5 
q 9 9 

follows immediately from Lemma 4 after observing that mi,j = 0 if j ~ i/3. 
The first part of Lemma 6 is easily verified and the second follows by an 
easy induction argument. 

To prove Theorem 2 we proceed by induction on Il'. It is easily verified 
that 

00 27 6T-3 L ccP3(3n + 2)qn = qE (e-3 + 9C4 ) 

n=O 3 

which is consistent with the statement of the theorem for Il' = 1. 
Now suppose Il' is odd and 

f ccP3(3an + Aa)qn = 3~ f 9Za,iT-4iq9ie-4i(e + 9). 
n=O q 3 i=1 

Picking out the powers of q congruent to 2 modulo 3 we have 

f ccP3(3a(3n + 2) + Aa )q3n+2 = 3~ f 9Za,iT-4iq9i H2(C 4i+ 1 + 9C4i ). 
n=O q 3 i=1 

Using Lemma 5 and Lemma 6 it follows that 

f ccP3(3a+1n + Aa+1)q3n+2 = ~i f 9za+1,jT4j q9j . 

n=O q 3 j =1 
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Noting that T(ql/3) = ~ = T- 1e-1q3 and S(ql/3) = ~(1 + ge-1), we 
3 

have 

To complete the proof, suppose a is even and 

Picking out the powers of q congruent to 1 modulo 3 we have 

Using Lemma 5 and Lemma 6 it follows that 

Hence 

Turning our attention to the divisibility of cq,3(3an + Aa) by powers of 
3, let v(m) be the highest power of 3 dividing m. We have the following 
three Lemmas. 

Lemma 7. v(m . . ) > [9j -3i-3] . 
',1 - 2 

Lemma 8. v(aij) ~ [9j-~i-3] and V(bij) ~ [9j ;3i] . 

Lemma 9. 

V(Xl,t} = 1, 

[ 9j - 9] V(X2{j,j) ~ 4,8 + -2- , 

[ 9j - 8] V(X2{j+l,j) ~ 4,8 + 1 + -2 - . 
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To prove Lemma 7 we define Vi,j ::: [(9j - 3i - 3}/2] and note that 
v(mi,j) ~ Vi,j for i $ 3 and for i > 3 and j::: 1. For i ~ 4 and j ~ 2, we 
have 

v(mi,j} ~ min{v(mi_3,j_t), 2 + v(mi-2,j-t), 3 + v(mi-l,i-l)} 

~ min{vi-3,j-l, 2 + Vi-2,j-l, 3 + Vi-l,j-tl 

::: [9j-~i-3] :::Vi,j. 

Lemma 8 follows immediately from the fact that 

v(aij}::: V(9m4Hl,Hj + m4i,Hi} 

~ min{2 + V4i+l,Hi, V4i,Hj}::: [9j - ~i - 3] . 

Similarly v(bij) ~ [(9j - 3i}/2]. Lemma 9 follows easily using induction 
and noting that 

v(z2fj,i) ~ ~r{Z2fj-l,i bii} and V(Z2fj+l,j) ~ ~r{Z2fj,i aij}. 

Combining these three lemmas with Theorem 2 we immediately have the 
following congruence. 

Theorem 3. 

c¢'3(3O' n + AO'} == o{ mod 320'+2 if a is even, 

mod 320'+1 if a is odd. 
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The Coefficients of Cyclotomic Polynomials 

HELMUT MAIER 

Dedicated to Professor Paul Bateman 

1. Introduction and Statement of Results 

Let cl>n(z) = L~~b a(m, n)zm be the nth cyclotomic polynomial. Let 

and let 

A(n) = max la(m, n)1 
O:$m:$<f>(n) 

S(n) = 2: la(m, n)l· 
O:$m:$<f>(n) 

(1.1) 

The coefficients a(m, n), and especially A(n) and S(n), have been the sub­
ject of numerous investigations (see [1] and the references given there). All 
these investigations concern a very thin set of integers n. Here we deal with 
properties that hold on a set of integers of asymptotic density 1. We say 
that a property holds for almost all integers if it holds on a sequence of 
asymptotic density 1. P. Erdos conjectured that, for any constant c > 0, 
A( n) ~ c holds for almost all n. We shall prove a theorem that implies 
Erdos' conjecture. 

Theorem. Let {( n) be a function defined for all positive integers such that 
limn-+co ((n) = O. Then S(n) ~ n1+f(n) for almost all n. 

The author wishes to thank Professor C. Pomerance for valuable advice 
concerning the presentation of the paper. 
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2. Outline of proof and basic lemmas 

We start with a well-known identity. 

Lemma 1. For complex z we have 

log I<l>n(z)I = ~ Jl(n/d) log 11- zdl, 
din 

wherever these expressions are defined. 

(2.1) 

Lemma 2. lEm is odd and i an arbitrary positive integer, then <l>2im(Z) = 
<l>m( _z2 i - 1

). Further, iEm is odd and Pl,P2, ... ,Pic are the distinct primes 
dividing m, then <l>m(z) = <l>P1Pl ... Pk(Zm/(P1Pl ... Pk)). 

Proof: See [1]. 

Let tjJ( x) be any function with limx _ oo tjJ( x) = 00. For all but o( x) 
integers n ~ x we have that the squarefree kernel q( n) satisfies q( n )tjJ( n) ~ 
n. To each squarefree integer m there belong thus ~ tjJ(m) integers n with 
q(n) = m, n < mtjJ(m). Since tjJ(x) is arbitrary and by Lemma 2 

S(n) ~ max l<l>n(z)1 = max l<l>q(n)(z)l, 
Izl=l Izl=l 

we see that it suffices to prove that maxlzl=ll<l>n(z)1 ~ n1+l(n) holds for 
almost all squarefree integers n. 

For z = e( a) Lemma 1 takes the form 

log l<l>n(e(a))1 = ~p,(n/d) log 11- e(ad)l. (2.2) 
din 

(Here and in the sequel we write e27ri /3 = e(,8).) The only divisors din that 
give large contributions to the sum in (2.2) are those for which p,(n/d) < 0 
and 11 - e(ad)1 are small. The latter happens if lIadll is small. (Here and 
in the sequel 11,811 denotes the distance of,8 to the nearest integer.) Any 
too simple construction of large values is however prevented by a certain 
cancellation effect which can be described as follows: 

If we write ad = m + p with an integer m and p E (-1/2, 1/2]' then we 
have by Taylor's formula e(ad) = 1 + 27rip + 0(p2) and thus 

log 11- e(ad)1 = log Ipi + 0(1). (2.3) 

(The constants implied in the 0- and ~-symbols are absolute unless indi­
cated otherwise.) 
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Assume now tl(n/d) with w(t) > 1, where w denotes the number of prime 
factors, and Iptl < 1. Then 

LI'(n/ds) log 11- e(ads)1 
·It 

= L l'(n/ds)(Iog Ipl + logs) + O(2w(t») = O(2w(t»). (2.4) 
·It 

Thus the large term I'(n/d) log 11-e(ad)1 is cancelled by contributions from 
other divisors. 

A way to prevent this cancellation is to construct a triple (a, d, t) with 
I'(n/d) < 0, tl(n/d), such that ad = m+p with smalllpi and Ipsl < 1 for sit 
with s ~ so, but Ipsl > 1 for sit with s > so. For s > So the approximation 
by Taylor's formula is no longer valid, and (2.4) is to be replaced by 

L I'(n/ds) log 11 - e(ads)1 
·It 

= L I'(n/ds)(log Ipl + logs) + L l'(n/ds)(Iog 11- e(ads)l) 
·It 

':::;'0 
= E1 + E2 , say. (2.5) 

By an appropriate choice of a and d we try to achieve that the 'incomplete 
convolution' 1:1 is large compared to the sum 1:2, In fact, we will construct 
an a and an entire system of sums of the form (2.5) with this property. 

The successful realisation of this plan depends on the solution of two 
kinds of problems. 

(i) We need an appropriate set of divisors Do, ... ,Dk. The existence 
of such a set depends on a certain configuration of the prime factors of n. 
In Lemma 3 it will be shown that almost all integers n have this special 
configuration. 

(ii) We must find an a E [0,1) that satisfies a system of inequalities of 
the form 

~)1) ~ lIaDjll ~ ~)2) (0 ~ j ~ k). 

We further have to ensure that a does not satisfy any unwanted inequalities 
of this kind. This will be established in Lemma 4. 

We now formulate Lemmas 3 and 4; the next two sections will be devoted 
to their proofs. 

Before stating Lemma 3 we need to introduce some definitions. For a 
squarefree integer n > 1 let 

P1(n) > p2(n) > ... > Pw(n)(n) 
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be the prime factorization of n. We fix a sufficiently small constant Co > 0 
once and for all (e. g., Co = 10-3 will suffice). We say that the prime factor 
Pk(n) is special if 

Pk(nyo/2 <PH1(n) < pk(n)fO, PH1(n) ~ PH7(n)1+fo, 

II pj(n) ~ PH7(nYo. (2.6) 

We set 
j~H8 

Sk(Z) = {n ~ Z : p2(n) = 1, logpk(n) ~ e-4k logz, 

Pk(n) is special, w(n) ~ 1.1loglogz, 

II pj(n) ~ exp«loglogz)6)} (2.7) 
j~H8 

Lemma 3. Let t/J(z) -+ 00 88 Z -+ 00. There are at most o(z) squarefree 
integers n ~ z that do not belong to Sk(Z) for some even k ~ t/J(z). 

Let n E Sk(Z). We define 

We further set 

Do = Do(n) = II Pi(n), 

Dj = Dj(n) = II Pi(n) (1 ~ j ~ k), 

E = E(n) = 

1<i<H7 
-i~j 

II pj(n). 
H8~j~w(n) 

U = exp((Ioglogz)6), 

V = V(n) = pl(n) .. ,PH6(n)PH7(n)-3, (2.8) 

1] = exp(-(1og log z)3). 

We define P(n), a set of certain divisors of n, by 

P(n) = {E(n)Dj(n) : 1 ~ j ~ k} U {dE(n) : d I II Pj, w(d) ~ 3}. 

For n E Sk(Z) we set 

where 

M(n) = {a E [1/5,4/5]: (2.10i), (2.10ii), (2.10iii)}, 

(U/3)p;1 ~ IIEDjall ~ 2Up;1 (1 ~ j ~ k), 

(1/3)p;t7U ~ IIEali ~ 2p;t7U, 

IIdoall ~ 1]2 for all doln, do f/. P(n). 
We can now state Lemma 4. 

(2.9) 

(2.10i) 

(2.10ii) 

(2.10iii) 
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Lemma 4. Let x be sufficiently large and k ~ (loglogx)1/2. For all n E 
Sk(X) except those from a set of cardinality ~ x exp( -(log log x)2) the set 
M (n) is non-empty. 

For the proof of our Theorem we shall apply (2.5) for some a E M(n). 
The condition that k be even in Lemma 3 is needed to ensure that the 
Mobius function carries the right sign. 

3. The appearance of special prime factors in almost all integers 

In this section we shall prove Lemma 3. 
Let 

&k(X) = {n ~ x : Jl2(n) = 1, there is no even j with pj(n) special 

e-4k logx ~ logpj(n) ~ e- 2k log x }. (3.1) 

The proof is based on two auxiliary lemmas. 

Lemma 5. Let k ~ (loglogx)1/2. Then l&k(X)1 <t: k- 1/ 2x. 

Proof: To prove this result we use an idea from [5]. We consider, for 
1 < 2k, the relative frequency of the exceptional set of integers that have 
no special prime factor Pj (n) with 

We shall show that if n has no exceptional prime factor Pj (n) in this range 
then the conditional probability that n still does not have such a prime 
factor in the larger range 

e-4k log x < log Pj (n) ~ exp( -4k + 1 + [3llog (olD log x 

is not too close to one. This will prove that the exceptional set is shrinking 
as 1 increases and lead to the desired estimate for l&k(X)I. 

For positive integers k and I with 1 < 2k let 

&(k, 1, x) = {n ~ x: there is no even j with pj(n) special, 

e-4k log x < logpj(n) < e-4k+llogx}. 

Let F(k,l,x) be the set ofth'ose n in &(k,l,x) of the form n = aq7q6 ... q1b 
with primes qj such that 
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Obviously all n E :F(k, I, x) have the special prime factor p_(b) with 
logp_(b) ~ exp(-4k + I + [3IIogfol])logx. Thus, n E :F(k,/,x) implies 
that n ~ £(k,/+ [3IIogfol1,X). Hence 

£(k, I + [3lIog fO 11 , x) ~ £(k, I, x) - :F(k, I, x). (3.2) 

Let C = k1/2 • We shall show that 1£(k,l, x)1 ~ C4C-1x implies that 

1:F(k,/,x)1 ~ C-11£(k,/,x)1 (3.3) 

and thus 

I£(k, I + [31IogfolJ, x)1 ~ (1- c5C-1)1£(k, I, x)l, (3.4) 

where C4 and C5 are suitable positive constants. Iteration of (3.4) gives 
Lemma 5 if we observe the well-known fact that 

x 
I{n < x: wen) > 1.lloglogx}1 <: (I ) - - ogx C6 

for some appropriate C6. 

Assuming that x ~ q~O-3, k ~ ko (with ko sufficiently large), I $ 2k, we 
have 

1:F(k, I, x)1 ~ L 
aEE(k,l,x) 

loga:S;e-··+1Iogx 

(ql, ... ,qT):qj prime (1:S;j:S;7) b:S;x/(aql ... qT) 
fo-le-U+llogx:S;logqT:S;2fo-le-U+llogx q:l.o:S;p_(b):S;q~/'o 

qT<q6< ... <ql <q~+'o p(b)=l 

1. (3.5) 

By standard results from sieve theory the inner sum is ~ x/(aql ... q7log ql) 
(see [4]). Also, by the prime number theorem we have 

where the range of summation in E' is the same as in (3.5). Thus 

1:F(k, I, x)1 ~ _X_e4k-l 
log x 

aEE(k,l,x) 
loga~e-U+llogx 

1 
a 

(3.6) 
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This lower bound for 1.1"(k, 1, z)1 we compare with an upper bound for 
I£(k, 1, z)l. We write a = a(n) = nj~r pj(n) with r being the minimal odd 
index such that 

We then use the decomposition n = aq(n/aq), where q = Pr-1, and obtain 

I£(k, 1, z)1 ~ 

n~~: n=Omodaq 
logp_ (n/ aq»max(logq,e-4k+1 log ~-log( aq)) 

JJ(n/aq)=l 

_ ,,(1) ,,(2) 
-L..J +L..J ' 

1 

(3.7) 

where in E(l) we sum over all a with logp+(a) > C-1e-4k+llogz, and in 
E(2) over all a with logp+(a) 5 C-1 e-4k+llogz , where C = k- 1/2 • 

For the estimate of E(2) we use the well-known results on integers free 
of large prime factors. With the notation 

tf;(w, y) = 1 

we have 

( 1 log w log w) 
tf;(w,y) ~ wexp --2-1-log-1-ogy ogy 

as w -+ 00 and y ~ exp({logw)5/8+f) (see [2]). We obtain 

a: loga~e-4k+1 log~ q prime 
logp+(a)~C-le-4k+llog~ q~p+(a) 

1 
n~~: n=Omodaq 

logp_ (n/ aq»max(1og q,e- 4k+1 log ~-log( aq)) 

a:loga~e-4k+llog~ q prime 
logp+(a)~C-le-4k+llog~ q~p+(a) 

. ( Z Z ) 
mm aq( e-4k+1log z - log( aq)) , aq log q 
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+ 

By dividing both sums into partial sums extending over intervals of the 
form 

2-U-1e-4k+llogx ~ log a ~ 2-Ue-4k+l logx, 

2-h-1C-1e-4k+llogx ~ logp+(a) ~ 2-hC-1e-4k+llogx, 

we obtain 

We thus obtain from (3.7) 

I£(k, I, x)1 ~ 
a:loga$e- 4k+/ logx n$x,n::Omoda 

aE£(k,l,x) logp_(n/a»C-1e-·k+/logx 

(3.8) 

~ Cx e4k-1 '"' ~ + C-1x. (3.9) 
log x ~ a 

aE£(k,l,x) 
loga$e- 4k+/ logx 

A comparison of (3.6) and (3.9) shows that if I£(k, I, x)1 ~ C4C-1 X for an 
appropriate C4 > 0 then (3.3) holds. Lemma 5 is thus proved. 

Lemma 6. Let j ~ (log log X )1/2. For all n ~ x except those of a set of 
cardinality ~ ze-~5j for some appropriate fixed C5 > 0 we have logpj(n) ~ 
e-2j log n. 

Proof: This lemma is easily proved by the Turan-Kubilius inequality (see 
[3]). 

Lemma 3 now immediately follows from Lemmas 5 and 6. 

4. The construction of the set M (n) 

In this section we shall prove Lemma 4. The basic idea behind the proof 
is as follows. We shall construct the set M(n) defined by (2.10i)-(2.10iii) 
as a union of certain intervals of the form S, = [(I-l)ln, lin]. To this end 
we replace the inequalities in (2.10) by congruence conditions for I. We are 
then faced with the task to count those I-values. It is easy to get a lower 
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bound for the I-values satisfying the congruence-conditions corresponding 
to the inequalities (2.lOi) and (2.10ii). This will simply be achieved by an 
application of the Chinese Remainder Theorem. It is harder to eliminate 
the I-values that satisfy anyone of the congruence-conditions corresponding 
to one of the inequalities lidoO'il < TJ2 for doln, do ¢ P(n) that have been 
forbidden in (2.10iii). This will be done mainly by a complicated counting 
argument that involves averaging over n E Sk(X), 
Proof of Lemma 4: Let Ck(n) be the set of all I with (1/4)n ::; I ::; (3/4)n 
satisfying 

I == mj mod Pj for some mj 

with U/2::; Imjl::; U (1::; j::; k), 

1== mHI mod Do for some mHI 

with UV/2 ::; ImHII ::; UV. 

( 4.1i) 

( 4.1ii) 

One easily sees that the congruences (4.1) for I imply that each 0' E Sl 
satisfies the inequalities (2.10i) and (2.10ii). For a fixed (k + l)-tuplet 
(ml, ... ,mk,mHd the system (4.li), (4.1ii) is solvable if and only if 

mHI == mj mod Pj (1::; j ::; k). 

We call such (k + l)-tuplets admissible. There are Uk(l +O(k/U)) possible 
k-tuplets (ml, ... ,mk) satisfying (4.li). For each such k-tuplet there are 
UV(PI .. . Pk)-I + 0(1) = UPHI .. . Pk +6P;; 7 + 0(1) choices for mk+1 that 
lead to admissible (k + 1 )-tuplets by the Chinese Remainder Theorem, and 
there are n/2Do + 0(1) = E/2 + 0(1) choices for I for each admissible 
(k + l)-tuplet. Thus 

ICk(n)1 = ~PHl" .Pk+6P;;7EUHI(1 + O(k/U)). (4.2) 

To ensure (2.10iii) we try to remove from Ck(n) all I that satisfy at least 
one of the congruences I == m mod n/do for some m with Iml ::; TJ2 n/do and 
do ¢ P(n). In a first step we ensure the existence of an 0' which besides 
(2.10i) and (2.10ii) also satisfies (2.10iii) for all divisors do = DjEf;1 with 
tj ::; (2TJ)-l and do = Et;~l with tHl ::; (2TJ)-I. For this purpose we 
remove from Ck(n) all I that satisfy at least one of the congruences 

1== mj mod Pjtj for some pair (mj, tj) (4.1iii) 

with Imj I ::; TJpjtj, tj In, tj ::; (1/2)TJ-l (1 ::; j ::; k) 

1== mHl mod DotHl for some pair (mH1.tHI) (4.liv) 

with Imk+ll ::; TJDotk+1' tHtin, tHl ::; (1/2)TJ-I. 
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(We can afford to replace '72 in (2.10) by the larger number '7.) The set of 
the remaining I-values we denote by llt(n). 

The conditions (4.1iii) and (4.1iv) may be written as 

I=u·t·p·+m· (1<J'<k) JJJ J --

and 

1= ut+ltt+lDo + mH1, 

where the coefficients Uj are uniquely determined for fixed Ij, Pj and tj 
because ofthe inequalities Imj 1:$ '7Pjtj (1 :$ j :$ k) and ImH11 :$ '7DotHl. 
and since tj :$ (1/2)'7-1. Therefore the system (4.1i), (4.liii) for some fixed 
j with 1 :$ j :$ k reduces to 

I == mj mod Pjtj for some mj 

with U/2 :$Imjl:$ U (1:$ j:$ k), 

whereas the system (4.lii), (4.liv) reduces to 

1== mH1 mod DotH1for some mk+l 

with UV/2 < Imk+11 :$ UV. 

( 4.3i) 

( 4.3ii) 

Thus we can construct llk(n) by removing from Ck(n) all I-values that 
satisfy one of the congruences (4.3i) and (4.3ii) for some prime divisor 
tj < (1/2)7]-1. 

Let (t1, ... , tk, tt+l) be a (k + 1)-tuplet of divisors tj IE, 1 :$ j :$ k + 1. 
We define Ck(n;tl. ... , tk+d as the set of I with (1/4)n :$ I :$ (3/4)n 
satisfying (4.3i) and (4.3ii). Let q1,q2, ... ,q. be the prime divisors of n 
that are :$ (1/2)7]-1. We write Ct,j,r(n) for Ck(n; 1, ... , qr,'" , 1), where 
the j-th entry is qr and the other entries are 1. Then 

Also 

where 

llt(n) = Ck(n) - U Ck,j,r(n). 
1<r<. 

1:5J~I+1 

(4.4) 

Ck(n;t1, ... ,tH1)= n Ck(n;1, ... ,q~I), ... ,1), (4.5) 
1~j~H1 
19~r(j) 

tj= II q~') (1:$j:$k+1) 
19~,.(j) 
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are the prime factorizations of tj. From (4.4) and (4.5) it follows that 
l1tk(n)1 can be determined by the inclusion-exclusion principle: we have 

l1tk(n)1 = L:' (-l)w(t l )+··+w(tk+I )ICk(nj t l,'" ,tHl)l, (4.6) 
(tl,'" ,t.+,) 

where the sum is extended over all (k + l)-tuplets of divisors tjln, all of 
whose prime divisors are ~ (1/2),,-1. 

We now determine ICk(nj tl, ... , tHl)l. Let 

[tl, ... , tHl] = IT qr, 
l~r~L 

where [ ... ] denotes the least common multiple. For a fixed L-tuplet 
(al,a2, ... ,aL) with 0 ~ ar < qr (1 ~ r ~ L) we count the number of 
(k + l)-tuplets (ml, ... , mk, mHl) with U /2 ~ Imj I ~ U (1 ~ j ~ k) and 
(1/2)UV ~ ImHll ~ UV, such that mj == ar mod qr for qrltj (1 ~ j ~ k), 
mHl == ar mod qr for qrltHl and mHl == mj mod Pj for 1 ~ j ~ k. For 
each mj (1 ~ j ~ k) we have uril + 0(1) possibilities, whereas for mk+l 
there are UV(Pl .. 'Pk)-ltk"l + 0(1) possibilities. Thus the total number 
of (k + l)-tuplets belonging to (al, ... , aL) is 

k+l 
UHlV IT tjl(l + 0(kU- l/2)). 

j=l 

The congruences (4.3i) and (4.3ii) determine I uniquely modulo 
DO[tl,'" , h+d. The number of I-values for a fixed (k + l)-tuplet 
(ml, ... , mHl) thus is (1/2)E([tb ... , tHl])-I. The number of all L­
tuplets (al, ... , aL) is [tl, ... , tk+ll. Thus the total number of integers I 
satisfying the system (4.3i), (4.3ii) is 

~EUHlpHl" . PH 6Pk"! 7 ( IT tj) -1 (1 + 0(kU- I / 2)). 

l~j~Hl 

The inclusion-exclusion principle (4.6) now gives 

11lk(n)1 = ICk(n)l{ IT (1- p-l)Hl 
p~(1/2)'l-' 

pin 

+ 0(kU- l / 2 L: (tl ... tHt}-l)}. (4.7) 
(tl, ... ,t.+I) 
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We observe that 

L: (t1' .. tH1)-1 = IT(1 + p-1)H1 <: (logZ)2k 
(h, ... ,flo+l) pin 

and obtain 

l1tk(n)1 = ICk(n)1 IT (1- p-1)H1(1 + O(U-1/3». (4.8) 
pS(1/2),,-1 

pin 

The other divisors of the form do = DjEf;l, do = Et;~l with tjlE, 
tj > TJ- 1/2 can be treated by a simple subtraction. The number of k + 1-
tuplets (t1,'" ,tH1) for which any tj > TJ- 1/2 is <: (log Z )H1, whereas 
the number of I E Ek(n) satisfying the system (4.1iii), (4.1iv) for such a 
k + 1-tuplet is <: TJICk(n)1 = exp( -(log logz)3)ICk(n)l. 

Let .1k(n) be the set of alII E Ck(n) that satisfy (4.li), (4.1ii), but none 
of the congruences 

I ::mj mod Pjtj for some pair (mj, tj) with 

Imjl $ TJpjtj, tjlE (1 $ j $ k) (4.9i) 

or 

I ::mH1 mod DotH1 for some pair (mHl. tH1) with 

ImH11 $ TJdotHl. tH1IE. (4.9ii) 

We obtain from (4.8) and the argument for tj > TJ/2 that 

l.1k(n)1 ~ ~ICk(n)1 IT (1- p-1)H1. (4.10) 
pS(2,,)-1 

pin 

We now treat the other divisors. For doln, where n E Sk(Z), let M(n, do) 
be the number of I with (1/4)n $ I $ (3/4)n and 

I:: mj modpj with U/2 $Imjl $ U (1 $ j $ k), 

I:: m(2) mod Do with UV/2 $lm(2)1 $ UV, 

I:: m(3) mod n/do with Im(3)1 $ TJn/do. 

(4.11i) 

(4.11ii) 

( 4. lliii) 

Our aim is to show that for most n, M(n, do) is small for all do ~ P(n) 
except for divisors do = nt-1 with t $ (1/2)TJ-1. These divisors must be 
treated in a different manner. 
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Let n E 81:(x), doln, where in the usual notation n = PI .. ,Pk+7E. We 
write nldo = FIF2F3, where 

(4.12) 

Let 
(4.13) 

We call P(n, do) = (it, ... ,j,) = r the divisor pattern for the pair (n, do) 
and write r n [1, k] = (it, .. · ,it). 

We distinguish two cases according to whether FIF2 < UV or FIF2 ~ 
UV. 

We first deal with the case when FIF2 < UV. We decompose M(n, do) = 
MI(n,do) + M2(n,do), where MI(n,do) is the number of 1 that satisfy 
(4.11i)-(4.11iii) with m(3) =f:. mi. for 1 ~ r ~ t, and M2(n, do) is the 
number of such 1 where m(3) = mi. for some r with 1 ~ r ~ t. For a 
fixed s-tuplet r = (it, ... ,js) with 1 ~ it < ... j, ~ k + 7 we collect the 
contributions from all doln for which P(n, do) = r. We write 

M(n, do) 

and have the decomposition 

where 

doln, F1Fl<UV 
P(n,do)=r 

NI,i(n, r) = Mi(n, do) (i = 1,2). 
doln, F1Fl<UV 

P(n,do)=r 

For some positive constant C we also introduce 

NI(n,C,r) = 

with the decomposition 

doln, C<F3 :52C, 
F1F2 <UV,P(n,do)=r 

M(n, do) 

(4.14) 

(4.15) 

N1(n, C, r) = NI,I(n, C, r) + NI,2(n, C, r), (4.16) 

where NI,i(n, C, r) denotes the above sum with M(n, do) replaced by 
Mi(n, do). 
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We subdivide the set S,(z) into <: (2Iogz)i:+s subsets ofthe form 

S,(z; At, A2, ... ,Ai:+s) = {n e S,(z) : n = Pl'" pi:+7E(n) with 

Aj 5. Pj 5. 2Aj (1 5. j 5. k + 7), Ai:+s 5. E 5. 2Ai:+s}, 

We will assume that 
8 #: 0 or C > '7-1 . (4.17) 

The remaining case corresponds to divisors 

do = ntol with to <: '7- 1, (4.18) 

which will be treated separately later. 
To estimate Enes.(,jA l , ... ,A.+a) N1An, C, T) we interchange the order of 

summation. For a fixed (k + 2)-tuplet (ml,' .. ,m" m(2), m(3») we collect 
all the n-values which satisfy congruences of the form (4.11) with these 
given values of mj, m(2), m(3). Let 

{gl,'" ,gu} = [1,k] - {it,.·· ,jt}, 
{hi,'" ,hll} = {h: 15. h 5. k+7; h ¢ T}. (4.19) 

The congruences (4.11i) and (4.11iii) are only compatible if mj. == m(3) mod 

Pj. for 1 5. r 5. t. We reformulate this as pj.lm(3) - mj. (in E(3) below). 
The congruences (4.11i) and (4.11ii) are only compatible if m(2) == mj mod 
Pj for 1 5. j 5. k. We formulate these conditions separately as m(2) == 
mj. mod Pj. (1 5. r 5. t) (in E(5»), and pg.lm(2) - mg. (1 5. r 5. u) (in 

E(6»). We also need that m(2) == m(3) mod F2 (in E(5»). Finally we 

write E(n) = yF3 (in E(lO»). The rearrangements and substitutions lead 
to the following estimate. 

L: Nl,l(n, C, T) 5. L:(l) L:(2) L:(3) L:(4) 

nes.(zjAl , ... ,A.+a) (ml,'" ,m.) m(3) (p;1"" ,Pit) Fl 

where the ranges of summation are as follows: 
in E(l) over (ml,m2,'" ,m,) with U/2 5.lmjl5. U (15. j 5. k); 
in ,,(2) over m(3) with Im(3)1 < 2,+lnCn A- . L.J - " l<r<, J •• 

in E(3) over (Pjll'" ,Ph) with Aj. 5. Pj. 5.-2Aj., pj.lm(3) - mj. 
(1 5. r 5. t); 



THE COEFFICIENTS OF CYCLOTOMIC POLYNOMIALS 363 

in 2:(4) over F2 with TIt+l<r<, Ajr $ F2 $ TIt+l<r<,(2Ajr); 

in 2:(5) over m(2) with (l/8)U AI . .. AH6A;!7 <-1';;(2)1 

$ 2kHU AI ... AH6A;!7' m(2) == mjr mod Pjr (1 $ r $ t), 
m(2) == m(3) mod F2; 

in 2:(6) over (Pgpo .. ,pg.) with pgrlm(2) - mgr (1 $ r $ u); 
in L(7) over F3 with C < F3 $ 2C; 
in L(S) over I with 1$ z, 1== mj mod Pj (1 $ j $ k), 1== m(3) mod F3, 

1== m(2) mod PI .. . PkF2; 
in 2:(9) over (Phi! ... ,Ph.) with Phrl/- m(2) (1 $ r $ v); 
in 2:(10) over y with y $ Ak+s/ F3; 
The estimate of this multiple sum is elementary, though lengthy. We use 

the fact that I - m(2) has at most log z prime factors and obtain 

L(9) L(lO) 1 <:: (logz)lI AHSC- l . 

(p"l'""" ,Ph.) Y 

The number of I-values in the sum L(S) is by the Chinese Remainder 
Theorem <:: ZeAl .. . Ak)-l F2- l F3- l . Thus we have 

The number of u-tuplets (Pgl' ... ,Ph) in L(6) is again <:: (log z)u. The 

number of m(2Lvalues in L(5) is by the Chinese Remainder Theorem 

The number of t-tuplets (Pi it" •• Pit) in L(3) is <:: (log z)t. In L(2) we 
estimate the number of m(3) by <:: 2·+l1JCI11<r<. Air. This estimate 
is sufficient as long as this bound is > 1 which -is-guaranteed by (4.17). 
Finally, the number of k-tuplets (ml' ... ,mk) is <:: Uk. Combining these 
estimates leads to the bound 

L Nl,l(n,C,r) 
neSk(~;Al '""" ,Ak+8) 

<:: 1Jz (logz)2kUk+lAk+l .. . Ak+6Ak"!7Ak+S. (4.20) 

We conclude (see (2.8)) that 
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for all n E Sk(z,A!, ... AH8) except those from a set of cardinality ~ 
zexp(-4(loglogz)2). By summing over all ~ (logz)H9 (k + 9)-tuplets 
(A l , ... , AH8, C) we get 

Nl,l(n,r) ~ l.1k(n)lexp(-2(loglogx)2). (4.21) 

for all n E Sk(Z) with at most zexp(-2(loglogz)2) exceptions. 
We now estimate "nes (.'A A ) Nl 2(n, C, r). The equation m(3) = L-, ..... , t,oo., .+8 J 

mir for one r with 1 :5 r :5 t obviously implies m(3) = mir for all r with 
1 :5 r :5 t because of the small size of the mj's (see (4.11)). The estimate 
closely follows the estimate for ENl,l(n,C,r). The main differences are 
as follows: In the summation over (ml, ... , mk) we must add the condition 
mit = mh = ... = mip whereas the condition pirlm(3) - mir (1 :5 r :5 t) 
becomes redundant since m(3) - mir = O. Also, the summation over m(3) 
is omitted since m(3) = mit = ... = mit. We get 

"'" "'" (l ) "'" (2) "'" (3) "'" ( 4) L.J Nl ,2(n, C, r):5 L.J L.J L.J L.J 

~(5) ~(6) ~(7) ~(8) 1, 

(Pg1 '''. ,Ph) FI I II 

where the ranges of summation are as follows: 
in 2:(1) over (Pip", ,Pit) with Air::; Pir ::; 2Air (1::; r::; t); 
in 2:(2) over (ml,'" ,mk) with Imil ::; Ui (1::; j ::; k) and 

mit = mh = ... = mik; 

in 2:(3) over F2 with TIt+l<r<3 Air::; F2 ::; TIt+l<r<3(2Air ); 
in 2:(4) over m(2) with UV/2-:5lm(2)1:5 UV, m(2) ~ mir modPir 

(1 :5 r :5 t), m(2) == mir mod F2; 

in E(5) over (PgI , ... , Pg.) with Agr :5 Pgr ::; 2Agr' Pgr Im(2) - mgr 
(1 :5 r ::; u); 

in L(6) over F3 with C :5 F3 :5 2C; 

in L(7) over 1:5 z with 1== mi mod Pi (1::; j::; k), 
1== m(2) mod Pl .. . Pk, 1== m(3) mod F3, 1== mir mod F2 (1:5 r::; u); 

in L(8) over y :5 Ak+8/ Fl. 
The estimate is elementary as for Nl,l, and we therefore omit the details. 

One obtains 

~ Nl ,2(n, C, r) ~ z(logz)3k Ak+l ... AH6Ak'!7Ak+8Uk-t+2. 
nESk(:c;AI ,." ,Ak+S) 
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We conclude that if t > 1 then 

(4.22) 

holds for all n E Sk (x) with at most x exp( - 2(log log x )2) exceptions. The 
case t = 1 corresponds to the divisors do = Djf;l (tj IE) and has already 
been settled in the construction of 3k(n). 

The case of pairs (n, do) with F1F2 ~ UV is treated in a completely 
analogous manner. We omit the details. 

We now observe (4.15) and the fact that there are at most 2k+7 possi­
ble divisor patterns. From (4.21), (4.22), and the analogous estimates for 
N2,i(X) we conclude that for all n E Sk(X) with at most x exp( -(log log x )2) 
exceptions the set of 1 E 3k(n) that do not satisfy any of the congruences 
(4.11iii) for do ¢ P(n)U{nto1 : toln, to ~ (27])-1} is non-empty. We denote 
this set by Ck(n). We form U 8, and remove from certain intervals 8, 

le£k(n) 

a subinterval of length ~ 27]2ton-1 to ensure inequality (4.11iii) for a from 
the remainder also for divisors do = nto1 with to ~ (27])-1. This proves 
Lemma 4. 

5. Conclusion 

For n E Sk(X) with non-empty M(n) we choose a E M(n) and set 
z = e(a), where e(a) = exp(211'ia). For 1 ~ j ~ k we set aEDj =}j + Pj, 
where }j is an integer and Ipj I < 1/2. Taylor's theorem gives e( aEDj) = 
1 + Pj + O(pJ) and thus by inequality (2.10i) 

J-I(n/ EDj) log 11- e(aEDj)1 ~ (1 - k- 2 ) logpj. (5.1) 

In the same manner we get from (2.l0ii) that 

J-I(n/dE) log 11- e(adED)1 = (1 + O(k- 2 )) logd. (5.2) 

for all dlpk+1...Pk+7 with w(d) < 4. 
We have 

L: J-I(n/dE) log 11 - e(adE)1 

= (-4+ 3G) - 2G) + G))) logpk+7(1 + T) 

~ (10 + T) logpk+7 

with ITI ~ 110£0. This together with (5.1) gives that 

l<I>n(z)1 ~ npk+7(n)2. 

The Theorem follows from Lemmas 1,3, and 4, and from (5.3). 

(5.3) 
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The Rudin-Shapiro Sequence, 

Ising Chain, and Paperfolding 

MICHEL MENDES FRANCE 

To Paul Bateman, his wife Felice, and his daughter Sally 

Abstract 

The Rudin-Shapiro sequence appears both in Fourier Analysis and N um­
ber Theory. The Ising chain is a crude model for magnetic substance and 
plays a fundamental role in Statistical Mechanics. The study of patterns 
of folds on a sheet of paper is linked to many domains including Number 
Theory and Dynamical Systems. These three concepts are different facets 
of one and the same object. 

Introduction 

To simplify their equations, physicists often choose the speed of light 
and Planck's constant as unity. I have heard a joke according to which 
they also take v'-T as unity. This is of course absurd. And yet, if one was 
allowed to do so, Number Theory would just be a branch of Physics. I hope 
to convince the reader in the following pages that this is indeed so, that 
Number Theory is imaginary temperature Physics. 

We shall give no detailed proofs since they appear in previous joint arti­
cles written with J. P. Allouche and G. Tenenbaum, [1], [2], [14], [15]. 
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1. The Rudin-Shapiro Sequence 

Consider the exponential sum 

N-i 

SN(X) = L: ±e2i ll'nx 

n=O 

where the coefficients form an arbitrary sequence of ±1 . Clearly 

so that the L2-average over the range (0,1) is..JN. Hence 

This simple observation led P. Erdos, D. Newman and R. Salem to ask 
whether there exists a sequence of ±1 for which the above maximum is of 
the order..JN. In his master thesis, H.S. Shapiro [20] gives an answer to 
the question by constructing an infinite ±1 sequence (r(n)) for which 

(1) 

for all N and all x. Years later, W. Rudin [18] studied the same sequence. 
It is defined as follows. 

Consider the sequence of real polynomials 

Po = Qo = 1 

Clearly the limit 
Poo = lim Pn 

n ..... oo 

exists and 
00 

Poo = L: r(n)Xn 

n=O 

where the coefficients r(n) = ±1 are the Rudin-Shapiro elements. 
The proof of inequality (1) is then very simple. In polynomials Pn and 

Qn choose X = e2i lI' x . Then 

IPnl2 + IQnl2 = 2(IPn_112 + IQn_112) 
= 2n+i; 
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hence 

Positive integers N are sums of powers of 2. The above inequality can 
therefore be extended to S N (x) if one is willing to replace -12 by 2 + 2-12 . 

The constant factor in inequality (1) can actually be lowered to (2 + 
-12) ( see [15]) and recently B. Saffari [19] managed to improve it to (2 + 
-I2)..jff5. It remains to find the optimal constant but we shall not be 
concerned here by this problem. 

J. Brillhart and 1. Carlitz [4] observed that if 

00 

n = I>q(n) 2q, eq(n)=Oori 
q=O 

is the binary expansion of the positive integer n ( a finite sum) , then 

00 

r(n) = expi'lr Leq(n)e q+1(n). 
q=O 

This is a crucial remark which, as we shall see, links the Rudin-Shapiro 
sequence to the Ising chain. 

2. The Ising Model 

The Ising model is a crude model for magnetic susbtance and plays a 
central role in Statistical Mechanics (see R. J. Baxter [3], B. A. Cipra [5], 
B. M. McCoy, T. T. Wu [13], C. Thompson [21], [22] ). 

Consider a D-dimensional cubic lattice. A volume V encloses approxi­
mately V vertices (we use the same symbol for the set and its measure ). 
See figure 1. 

Typically V should be of the order 1023 (Avogadro's number). At each 
vertex P E V there is an atom with spin Up = ±1. The set 

U=(Up=±IIPEV) E {-I,+I}V 

is called a configuration. There are thus 2v different configurations. 
By definition, the energy or Hamiltonian of a given configuration U is 

ll(U) = -J L * upuQ - H L Up. 
P,QEV PEV 
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Fig. 2 

The first sum is extended to all couples P, Q such that P and Q are neigh­
bours. A given site P has 2D neighbours (figure 2) . 

In the above formula J is a real positive parameter called the coupling 
constant and H is a real parameter called the external field. J and Hare 
fixed. 

The axioms of physics tell us that the system is in equilibrium if its 
energy is minimal. Suppose H > 0 . Then ll(u) is minimal when for all 
P E V, Up = +1 . If H < 0 , then ll(u) is minimal when Up = -1. 
Hence equilibrium is attained when all the spins point in the direction of 
the external field. This is exactly what one would expect of a magnetic 
susbtance. 
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The Ising model is however more subtle in that it takes account of the 
(absolute) temperature T > o. We are told that the probability of a given 
configuration u is 

1 
PT(u) = Z exp(-f31t(u)), 

where 
z = Z(p, V) = exp (-f31t( u' )). 

(7' E{-l,+l}V 

Z is known as the "partition function" . 
Let us now justify (illustrate?) the above definitions. When T decreases 

to 0 , it is easily seen that 

PT(u) --+ {I i~ u minimizes 'H(u), 
o if not. 

At temperature 0 , the system has probability 1 to be in the equilibrium 
state. Order prevails. 

If now T increases to infinity, then for all u E {-I, + 1 } v , 

PT(u) --+ 2-v. 

At high temperature, all configurations have equal probability. The system 
is chaotic. The behaviour of the system with respect to T is thus consistent 
with our intuitive vision of reality: as T varies from 0 to infinity we go from 
order to disorder. 

Physicists are particularly interested in the dependence of Z with respect 
to T , especially for infinite V (remember V = 1023 ). It is therefore 
important to compute Z(p, V) and this turns out to be a very difficult 
problem when the dimension is larger than 1. In the mid 40's, 1. Onsager 
[17] managed to show that for D = 2 and H = 0 , the function 

13 f--+ 1/;(13) = lim VI log Z(p, V) 
v-oo 

has a singularity for some 13 > 0 . This extremely important result which 
proves the existence of phase transitions gained him the Nobel prize. Later 
R. J. Baxter [3] found a very surprising and deep relationship between the 
Ising model and Ramanujan-type identities which enabled him to solve the 
so-called hard hexagon model. 

At the time of writing (May, 1989) rumors are coming from the Soviet 
Union that the 2-dimensional Ising model with external field (H ::f:. 0) has 
just been solved. The situation for D ~ 3 is to this day intractable even 
though phase transitions are known to exist. 

The link I wish to discuss between the Ising model and the Rudin-Shapiro 
sequence fortunately only involves the one-dimensional case. The next para­
graph is devoted to this simple case. 
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3. The Ising Chain 

We consider a chain with N sites 0, 1,2, ... , N - 1 . The volume V 
becomes the interval [0, N[. (the linear model) or Z modulo N (the cyclic 
model) . 

o N-I 
o 

Fig. 3 

The Hamiltonian is 
N-1 N-1 

ll(lT) = -J L IT'1 lTq+1 - H L lTq . 
q=O q=O 

In the linear model we assume lTN = +1 . In the cyclic modellTN = lTo . 

As N goes to infinity, both models behave similarly. 
Computing the partition function Zc of the cyclic model is simple: 

( 
N-1 N-1 ) 

Zc({3,N) = L exp{3 J L lTqlTq+1 +H L lTq 

uE{ -1,+1}N q=O q=O 

Put 

L(8,8') = exp {3 (J88' + ~H(8 + 8')) 
where 8 and 8' take values ±1 , and consider the 2 x 2 matrix (known as 
the transfer matrix) 

L _ (L(I,I) L(I,-I») _ (eXP{3(J +H) eXP(-{3J») 
- L(-I,I) L(-I,-I) - exp(-{3J) exp{3(J-H) . 
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O'e{ -I,+I}N 

= E LN(UO,UO) 
O'oe{ -I,+I} 

where LN(UO,UO) is the (uo,uo) element of the matrix LN . Hence 

where Al and A2 are the eigenvalues of the matrix L: 

~~} = e{3J cosh(3H ± (e 2{3J cosh2 (3H - 2sinh2(3J)I/2. 
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This technique of computing Zc is essentially due to H.A. Kramers and 
G.H. Wannier [9] . (Notice incidentally that 

lim N1 log Z((3, N) = log Al 
N-oo 

is continuous and differentiable with respect to (3. There are no phase 
transitions in the one dimensional model.) 

4. Back to Number Theory 

Let n < 2N be an integer. Consider its binary expansion 

Define 

N-I 

n = E eq(n)2Q, 
q=O 

eq(n) = 0, 1. 

uq(n) = 1- 2eq(n) = ±1. 

When n runs through the interval [0, 2N[ , the vector 

u = u(n) = (uo(n), uI(n), ... , uN-I(n)) 

ranges through the set { -1, + l}N . The mapping n 1---+ u( n) is a one to one 
mapping of [0, 2N[ onto the family of Ising configurations. The Hamiltonian 
of the configuration u( n) will now be denoted 

11. (u(n)) = 1I.(n). 
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Then 
N-1 N-1 

ll(n) = -J 2: O'q(n)O'q+1(n) - H 2: O'q(n) 
q=O q=O 

where O'N(n) = 1 ( because n < 2N ). The Ising chain we are considering 
is linear. Reverting to the binary digits eq (n) , 

N-1 N-1 
ll(n) = -J L: (1- 2eq(n)) (1- 2eq+1(n)) - H L: (1- 2eq(n)) 

q=O q=O 
N-1 N-1 

= -(J + H)N - 4J L: eq(n)eq+1(n) + (4J + 2H) 2: eq(n). 
q=O q=O 

The partition function Z is thus 

2N_1 

Z({3, N) = L: exp (-f31l( n)) 
q=O 

2N -1 [ ",N 1 N 1 ] = ef3(J+H)N L: l 4J i..Jq:o eq(n)eq+1(n)-(4J+2H)Eq=-o eq(n) . 

q=O 

At this point we start diverging from classical physics by allowing imaginary 
temperatures. We choose 

{3 = i, 

Then 

1 
J = -'/r 

4 ' 

2N_1 
Z(i, N) = ei'YN L: r(n)e2i1l'Q3(n) 

q=O 

where 'Y = -t(2a + '/r) is a real constant, where r(n) is the Rudin-Shapiro 
sequence and where s( n) is the sum of the binary digits of n . 

In paragraph 3 we learned how to compute Zc(i, N) : 

Zc(i, N) = ei1l'N/4 [-Sin i + i(2 - sin2 i)1/2]N 

+ ei1l'N/4 [-Sin i - i(2 - sin2 ~)1/2]N. 

It is not hard to relate Z to Zc (see for example [1] ), and to deduce 

IZ(i, N)I ::; ..125, 
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and finally 
N-l 

I I: r(n)e2ilrQ,(n)1 ~ (2 + V2)VN. 
n=O 

This result is to be compared with the classical Rudin-Shapiro inequality 
which we recall from paragraph 1: 

N-l 

I I: r(n)e2iunl ~ (2 + V2)VN. 
n=O 

At this point we ask whether these two inequalities are not special cases 
of a more general inequality. We now answer this question. 

In 1968, A. O. Gelfond [8] introduced the notion of 2-multiplicative se­
quences f: 

for all n ~ 0 and 0 ~ m < 2n. 

It is easy to see that a unimodular sequence 1 is 2-multiplicative if and only 
if there exists a real sequence C = (co, Cl, C2, ••• ) such that 

00 

I(n) = exp2i1l' I:cqeq(n) 
q=O 

where as before eo(n), el(n), ... are the binary digits of n. Clearly 
exp 2i1l'Cl'n and exp 2 i1l'(l'S ( n) belong to Gelfond's family. Incidentally, 
expi1l's(n) is the celebrated Thue-Morse sequence. 

By modifying our approach, J.P. Allouche and I were able to establish 
the following theorem [2] which indeed contains both previous inequalities. 

Theorem. If r(n) denotes the Rudin-Shapiro sequence and if I(n) is an 
arbitrary unimodular (1/(n)1 = 1 ) 2-multiplicative sequence, then for all 
nEN 

N-l 

I L r(n)/(n)1 ~ (2 + V2)VN. 
n=O 

5. Paperfolding 

A sheet of paper is folded in two over and over again. 
By unfolding a sheet of paper three times folded one observes a sequence 

of 23 - 1 creases 
v V A V V A A. 
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" ~ .-----) §) • 
Fig. 4 

After n folds, the sequence of creases has length 2n - 1 . Let us denote by 
Sn this finite sequence of V's and A's. It is quite obvious that 

where sn is the reverse of Sn in which the symbols V and A are permuted. 
As n tends to infinity, the sequence Sn converges to an infinite sequence 

VVAVVAAVVVAAVAA 

which we call the paperfolding sequence. 
At this point I believe it is interesting to mention a curious result of J. 

Loxton and A.J .van der Poor ten [10], [11] even though we shall not use 
it. Replace the symbols V and A repectively by 0 and 1 . The real num­
ber whose binary expansion is the paperfolding sequence is transcendental. 
Extensions of this result are discussed in [16]. 

We now come back to our main concern. Replace V by + 1 and A by -l. 
The sequence then reads 

+1, +1, -1, +1, +1, -1, -1, .... 

Let I(n) be the nth sign (1(1) = 1, 1(2) = 1, 1(3) = -1, ... ). 
Suppose we unfold to the angle 0: E [0, 11"] the infinitely folded sheet of 

paper (the sheet has infinite length and the distance between two adjacent 
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I 

Fig. 5 

creases is taken as unity). Call f(a) the infinite broken line formed by the 
edge of the sheet (see figure 5). 

For a = 7r /2 we obtain the well known dragon curve discovered by 
Ch. Davis and D.Knuth [6]. They show that it is self-avoiding (figure 6). 

Coming back to the general case, let z = z( m, a) = x + iy be the coor­
dinates of the mth vertex of r(a) (the first side has its origin at 0 and is 
supported by the positive x-axis ). Clearly 

m-l n 

z(m,a) = L expi(7r - a) L!U). 
n=O j=l 

Theorem. For all n < 2N 
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Fig. 6 
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so that for J = -1/2 and H = 0 

(The proof of this result appears in [14] .) 
The paperfolding broken line is thus the realization of an Ising chain with 

imaginary temperature. The calculation in paragraph 3 with H = 0 , or 
better, direct computation shows that 

hence 

Therefore 

and 

Z(f3, N) = (2 coshf3J)N; 

limsuplz(n,a)1 = { 0 
n-oo 00 

if 0 ~ a < 7r/3 

ifa=7r/3 

if7r/3 < a ~ 7r 

if 0 ~ a < 7r/3 

if7r/3 ~ a ~ 7r 

The diameter ~(a) of r( a) is defined as 

~(a) = sup Iz(n, a) - z(m, a)1 
n,m 

so that ~(a) stays finite if and only if a < 7r /3 . 
At the time of writing, I do not know whether the function a 1--+ ~(a) 

is continuous or not in the interval [0,7r/3[. I do not know whether it is 
increasing. Quite trivially in this interval 

1 
~(a) ~ 1 2' cr' - sm 2 

In December 1988, T. Kamae with whom I discussed these problems, 
sent me a letter in which he gives a partial answer to these questions. ~(a) 
is indeed continuous at all points with possible exceptions at those a such 
that a/7r is a rational number p/q where p and q are odd. He also proves 
that if a/7r is irrational, then the closure of r(a) C n2 is a disk centered 
at the origin. 
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1 

o 

Fig. 7 

6. A Final Remark And A Final Problem 

If one looks at the graph (a, .6.(a» (see figure 7), one sees that as a 
increases from 0 to 11" , it crosses two critical angles. At 11"/3 the diam­
eter .6. "explodes" and at 11"/2 the curve r( a) ceases abruptly to be self­
intersecting. 

Identifying the angle a with a temperature , the curve r( a) mimics the 
three states of matter. For 0 :$ a < 11"/3, r(a) is very densely packed on 
itself suggesting a solid state. At 11"/3 , r( a) "melts" and stays liquid up to 
11" /2 . At 11"/2 and beyond r( a) is gaseous (liquid boils at 90° ). 

To conclude I would like to suggest a final problem. We have seen that 
the set 

{ r E [0, 2~) ) l~...';!p) ~ exp ;r1/( n») < 00 } 

is the interval ]11" - 11"/3, 11" + 11" /3[ . What can be said about those integer 
sequences K(n) for which the set 

{ 
N-l } 

E(K) = ,E [0,211"] II~.!~pl; expi"qn)1 < 00 
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contains a nontrivial interval ? 
Maybe one should restrict the question to special kinds of sequences. For 

example let f(n) be an arbitrary sequence of ±1 . Define 

n 

K(n) = KJ(n) = L f(j). 
j=l 

Then 7r E E(K) . When f(n) is the paperfolding sequence or generalized 
paperfolding sequence (see [14]), then 

Another case (trivial) occurs when f(n) is the constant sequence +1 . Then 

E(K:) = ]0, 27r[. 

The problem is to characterize those f for which E(K J ) contains a nontrivial 
interval. 
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On Binomial Equations over Function Fields 

And a Conjecture of Siegel 

J. MUELLER 

Dedicated to Paul Bateman on his 70th birthday 

§1. Introduction 

Let I(x, y) be a polynomial in variables x and y and with rational integral 
coefficients. In this note we study the diophantine equation I(x, y) = 0, in 
the case in which 1 is not homogeneous. Siegel [5] conjectured in 1929 that 
the number of integral solutions of I(x, y) = 0 , where the curve defined 
by the equation is irreducible and of positive genus, may be bounded in 
terms of of the number of monomials of f. The conjecture in this form 
is too strong to be true (for further discussions on this topic, we refer 
the readers to the introduction of [4]); nevertheless, a modified version of 
this conjecture, restricted to the Thue equation F(x, y) = h, where F is 
homogeneous of degree r ~ 3, has been proved by Mueller and Schmidt [4]. 
Unfortunately, their method cannot be applied to general inhomogeneous 
equations. Therefore, as of now this conjecture appears to be inaccesible 
over a number field. The object of this paper is to give a partial verification 
of Siegel's conjecture over function fields. Our main result is the following 

Theorem. Let k be an algebraically closed field of characteristic 0, and 
let J{/k be a function field of genus g. Suppose a,b E J{*(= K - {O}) and 

either a fI. K*r or b fI. K*I. Then 

ax + by = 1 (1.1) 

has at most two solutions (x, y) E K*r x J{*I provided 

min(r, t) > 120 + 40g (1.2) 

Research supported in part by NSF Grant NSF-DMS-8808398. 
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The basic idea of our proof is to assume that (1.1) has 3 distinct solutions 
and then use an inequality to show that (1.2) cannot hold. This inequality 
(see (2.2)) is the function field analogue of the well known abc-conjecture 
of Masser and Oesterle. We are thus led to speculate that the truthfulness 
of Siegel's conjecture may yet be another consequence of the celebrated 
abc-conjecture. 

Finally, we would like to mention that the Theorem in this paper is a 
generalization of the Main Theorem in [3] which deals with the case r = t 
in (1.1); the constant there is 30 + 20g. As it turned out, the result of this 
paper is not an automatic generalization of [3]. The new ingredient in this 
paper is in the way we handle the additional complications which appear 
in comparing the heights of various sets. Such difficulty was not present 
in [3]. We have not tried to obtain the best possible results and it is very 
likely that the constant 120 + 40g in the Theorem could be substantially 
improved. 

I would like to thank Professor Wolfgang Schmidt for several helpful 
conversations on this subject. 

§2. Preliminaries 

Let W = {WI,'" ,wn} with Wi E K*. The height of WI,'" ,Wn IS 

defined to be 
H(W) = - E V(W), (2.1) 

vEMk 

where v(W) = min( v( wd, ... ,v( wn)) and v runs through the set of valua­
tions Mk of K/k with the rational integers as its value group. 

Definition: We say W is dependent if WI + ... + Wn = 0, and W is non­
degenerate if no proper subset of W is dependent. We say W is minimal 
if W is dependent and non-degenerate. 

Our basic tool in the proof of the Theorem is the following fundamental 
inequality which was first formulated by Mason and later generalized as 
well as sharpened by Brownawell and Masser [1]: 

1 
H(W) ~ 2(n - l)(n - 2)(181 + max(O, 2g - 2)), (2.2) 

where W is minimal, n ~ 3, and 8 is a finite subset of Mk such that every 
element of W is an 8-unit. 

For a proof of (2.2), which is the function field analogue of the abc­
conjecture, we refer the readers to [1, Theorem B]. 

The following basic facts about H(W) can easily be verified from (2.1) 
and the sum formula LVEMk v(w) = 0, for W in K*. 

We have 
H(W) ~ 0, (2.3) 
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H(W') $ H(W) if W' C W, (2.4) 

and 
H(tcW') = H(W), 'Vtc E K* 

Moreover, for any WI, W2, W3 E K* , we have 

(2.5) 

H(I, WIW2) $ H(I, WI) + H(I, W2), (2.6) 

and 
(2.7) 

We remark that (2.6) and (2.7) are immediate consequences of the fol­
lowing inequalities: 

min(O,v(wt}) + min(O, V(W2)) $ min(0,v(wIW2)), 

and 

min (0, v (:~)) + min (o,v (::)) $ min (o,v (:~),v (::)) 
Definition: Let WI, W2 E K*. We say WI, W2 are proportional if 

Wt!W2 E k. Two distinct solutions (ZI, yt) and (Z2, Y2) are said to be 
non-proportional if either Zt!Z2 ~ k or Yt!Y2 ~ k. 

Proposition 1 [3, Lemma 1]. Let W = {WI,··. , wn } with n 2: 2 and 
Wi E K*. Then H(W) = ° iff the elements of W are pairwise proportional. 

Proposition 2 [3, Lemma 3]. Suppose either a ~ K*r or b ~ K*t in 
(1.1), then any two distinct solutions of (1.1) are non-proportional. 

From now on, we assume that (1.1) has three distinct solutions (Zi, Yi) E 
K*r X K*t, i = 1,2,3. Set 

X={Z1.Z2,Z3} and Y={YI,Y2,Y3} (2.9) 

Then Propositions 1 and 2 imply that either 

H(X) i= ° or H(Y) i= ° (2.10) 

Let 
U = {ZIY2,Z2Y3,Z3YI,-ZIY3,-Z2YI,-Z3Y2} (2.11) 

This set U is the basic set we will be working with. We remark that U is a 
dependent set, that is 

ZlY2 - ZIY3 + Z2Y3 - Z2YI + Z3YI - Z3Y2 = 0. (2.12) 

To see (2.12) we note that the left-hand side of (2.12) is the determinant 
of the solution matrix of the linear equations aZi+bYi = 1, i = 1,2,3. Since 
the coefficients a and b are non-zero, this determinant must vanish. 

If U is non-degenerate, then it is a minimal set. In the next proposition, 
we will show that if U is degenerate, there is always a subset of U which is 
minimal. 
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Proposition 3. Suppose U is degenerate where U is given by (2.11). Then 
there is a subset oiU containing either 3 or 4 elements which is minimal. 

Proof: Suppose U is degenerate, then U has a proper subset which is a 
dependent set. Denote this set by Wand its complement by W. Then 
IWI ::f. 1 or 5, since the monomials of U are non-zero. Suppose IWI = 3 and 
suppose W has a proper subset W' which is dependent, then either IW'I = 1 
or IW'I = 1 where W' is the complement of W' in W . But we have seen 
that this is impossible. Therefore W has no such proper subset and hence 
W is non-degenerate. Next, suppose IWI = 4. If W has a dependent, 
proper subset W', then IW'I = 1,2 or 3. Since the cases IW'I = 1 or 3 are 
impossible, to show W is non-degenerate we only need to show IW'I ::f. 2. 
Suppose IW'I = 2. Then U is divided into three disjoint, dependent subsets 
W', W' and W with IW'I = IW'I = IWI = 2. Let W' = {u, v} and 
u = XIY2. If v = -XI1/3 or v = -X3Y2, then from u + v = 0 we get Y2 = 1/3 
or Xl = X3 which gives two equal solutions, contradicting our assumption 
that the solutions are distinct. If v = -X2Yb then Xl/YI = xl/Y2 which 
together with (1.1) again yields two equal solutions. Hence u and v must be 
monomials in U with the same sign. Similarly, one can show the monomials 
in W' or W must have the same sign. But this implies that the number of 
positive and negative monomials in U must be even, contradicting (2.11). 
Therefore, IW'I ::f. 2 and W is non-degenerate. This completes the proof of 
Proposition 3. 

Proposition 4. Let X, Y and U be given by (2.9) and (2.11). If W is a 
minimal subset oEY with IWI = 4. Then 

H(W) ~ ~ max (H(X), H(Y)) (2.13) 

We remark that since We U, (2.4) and (2.13) imply that 

H(U) ~ ~max(H(X),H(Y)) (2.14) 

Proof: Let I = {I, 2, 3} and let i, j, k be distinct elements of I. Suppose 
W is a minimal subset of U with IWI = 4. Then for some i and j, Xi 

and Yi must appear twice among the 4 monomials in W. Let W be the 
complement of W in U. Then we know from Proposition 3 that the two 
monomials of W have the same sign. Hence we have 

(2.15) 

For the computation of H(W) that follows, we remark that the signs of 
the monomials will not appear. To justify this, we note that H(Wl,W2) = 
H(±WI,±W2) for any Wl,W2 E K*. 
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From (2.15) we first get 

(2.16) 

and 

(2.17) 

From the dependency of W we find that 

(2.18) 

and 

(2.19) 

To apply those identities, we resort to the basic properties of H(W) 
stated in (2.3) to (2.7). For example, using (2.5) we have 

Hence from (2.18) and (2.19) we obtain 

and 

But (2.16) and (2.20) give 

while (2.17) and (2.21) give 

The last two inequalities clearly imply (2.13). 
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Proposition 5. Let X, Y and U be given by (2.9) and (2.11) . If W is a 
minimal subset ofU with IWI = 3 and H(W) ~ H(W). Then 

H(W) ~ ~max(H(X),H(Y)) (2.22) 

Proof: Let i,j and Ie be distinct elements of I = {1,2,3} . Suppose W is 
a minimal subset U with IWI = 3. The monomials of W can be described 
as follows: 

(I) For some i and j in I, both Xi and Yj appear twice. Then 

(II) For some i in I, either Xi appears twice, then 

or Yi appears twice, then 

(III) For any i in I, no Xi or Yi appears more than once. Then 

We remark first that we may choose i, j and k so that H(W) ? H(W). 
Our next remark is that the signs of the monomials need not appear in the 
computations of H(W), as in Proposition 4. 

Our first object is to show that 

H(W) ~ ~ max (H(X), H(Y)) (2.27) 

where W is given by (2.23) under case (I). 
In this case, we have 

and 

H(W) ~ H(xiYj,x/cYj) = H(xi,xk), H(W) ~ H(xjYi,xkYi) = H(xj,xk). 

Since H(W) ~ H(W), it follows that 

2H(W) ~ H(W) + H(W) ~ H(Yj, Yk) + H(Yk' Yi) ~ H(Y), 
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and 

The last two inequalities clearly imply (2.27). 
Next, we will show that 

H(W) ~ max (~H(X), ~H(Y)) 

where W is given by (2.24) under case (II). 
In this case, we have 

Since H(W) ~ H(W), it then follows that 

(2.28) 

2H(W) ~ H(W) + H(W) ~ H(Yj, Yk) + H(Yk, Yi) ~ H(Y). (2.29) 

Next, from both Wand Win (2.24) we get the following identities 

Xi _ XiYk XjYi Xj _ XjYk XiYj ---'-, --_.-
Xk X/cYi XjYk Xk XkYj XiYk 

(2.30) 

As we have seen in the proof of Proposition 4, the identities in (2.30) will 
give 

and 

Hence 

H(Xi, Xk) ~ H(XiYk, X/cYi) + H(XjYi, XjYk) 
~ H(W) + H(W) ~ 2H(W), 

H(Xj, Xk) ~ H(XjYk, XkYj) + H(xiYj, XiYk) 
~ H(W) + H(W) ~ 2H(W). 

H(X) ~ H(Xi, Xk) + H(xj, Xk) ~ 4H(W), (2.31) 

and (2.28) follows from (2.29) and (2.31). 
We remark that if W is given by (2.25) instead of (2.24), then instead of 

(2.28), we will have 

H(W) ~ max (~H(X), ~H(Y)) . (2.32) 



390 J. MUELLER 

Finally, we will show that 

3 
H{W) ~ 8 max (H{X), H{Y)) (2.33) 

where W is given by (2.26) under case (III). 
This is the trickiest case to handle. From both Wand Win (2.26), we 

get the following identities which play a central role in the derivation of 
(2.33): 

and 

Yi3 = ZlcYi • ZiYj • ZjYi • ZjYi, Yi3 = ZlcYi • ZlcYi • ZjYi • ZiYIc. (2.35) 
Ylc3 ZjYIc ZjYIc zlcYj ZiYIc yj3 ZiYj ZjYIc zlcYj zlcYj 

As we have seen in the proof of Proposition 4, the four identities in (2.34) 
and (2.35) will give 

For example, we have 

3H(Zi' Zj) ~ H(ZiYj, ZjYIc)+H{zlcYi , zjYIc)+H{ziYlc, ZlcYj )+H(ZiYlc, ZjYi) 

~ 2H(W) + 2H(W) ~ 4H(W), 

and in a similar fashion, from the other three identities we have 

Thus from (2.36) we get 

and 
8 

H{Y) ~ H{Yi,YIc) + H{Yi,Yj) ~ aH{W). 

The last two inequalities clearly imply (2.33). The proof of Proposition 5 
is now complete. 
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§3. Proof of Theorem 

Let W = {WI, ... , wn } be a minimal subset of U such that H(W) ~ 
H(W) if n = 3. Let 

{ W2 wn} Wl= 1,-,···,- . 
Wl Wl 

Then it is easy to see that W l is also a minimal set. Moreover, we have 

H(Wl) = H(W). 

Since the elements of Ware monomials XiYj with Xi E K*r and Yj E K*', 
we may pick Pi and qi in K* such that 

p{ = Xi and qi t = Vi, i = 1,2,3. 

Set 

then 
H(X) = rH(P) 

where X and Yare given by (2.9). 
Define for each i, i = 1,2,3, 

and 

Furthermore, let 

i=1 

and H(Y) = tH(Q), 

(3.1) 

We claim that every element in W1 is an S-unitj let v f/. Sand W E W, 
such that W = Wh/Wl, where Wh, Wl E W. Since v f/. S, we have 

v( w) = v (::) = rv (;:) + tv ( :~ ) = O. 

This shows that W is an S-unit and hence our claim is proved. We may 
then apply (2.2) to W1 . 
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Our next object is to obtain a bound on lSI. Since v(p;) = v(P) for 
v f/. S; and v(q;) = v(Q) for v f/.11, we have, for each i, 

IS;I = L: 1 ~ L: (v(p;) - v(P)) = - L: v(P) = H(P), (3.2) 

and 

1111 = L: 1 ~ L: (v(q;) - v(Q)) = - L: v(Q) = H(Q). (3.3) 

Then from (3.1), (3.2) and (3.3) we get 

3 

lSI ~ L:(IS;I + 1111) ~ 3(H(P) + H(Q)) ~ 6max(H(P), H(Q)). (3.4) 
;=1 

Finally we remark that since H(W) = H(W1), H(X) = rH(P) and 
H(Y) = tH(Q), we may deduce from (2.13), (2.14) and (2.22) that 

where 

H(Wt} ~ c(n) miner, t) max(H(P), H(Q)) (3.5) 

1 
c(3) = 4' 

1 
c(4) = c(6) = 2' 

From (2.2), (3.4) and (3.5) we get 

c(n) miner, t) max(H(P), H(Q)) 
1 

~ 2(n -l)(n - 2)(6max(H(P), H(Q)) + max(2g - 2,0)) (3.6) 

Since max(H(P), H(Q)) ~ 1, we may divide both sides of (3.6) by this 
quantity and get miner, t) ~ ten) where 

t(3) = 24 + 8g, t(4) = 36 + 12g, t(6) = 120 + 40g. 

We have shown that when miner, t) > 120+ 40g, (1.1) cannot have more 
than two distinct solutions. This completes the proof of the our Theorem. 
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Best Possible Results on the 

Density of Sumsets 

MELVYN B. NATHANSON 

Dedicated to Paul Bateman on his 70th birthday 

Abstract 

Mann and Kneser obtained lower bounds for the Shnirel'man density and 
lower asymptotic density of the sum of a finite number of sequences of non­
negative integers. In this paper, special integer sequences are constructed 
to prove that these results are best possible. 

1. Introduction 

Let N denote the set of nonnegative integers. Let Al , ... , Ah be subsets 
of N. The sumset Al + ... + Ah is the set of all integers of the form 
al + ... + ah, where ai E Ai for i = 1, ... , h. A sum of rank r of the sets 
A l , ... ,Ah is a sumset of the form Ai(l) + ... + Ai(r), where 1 :S i(1) < 
... i(r) :S h. Clearly, there are (~) sums of rank r of any h sets. 

Let A be a subset of N. Denote by A(x) the number of positive elements 
of A not exceeding x. The Shnirel'man density of A is defined by 

. {A(n) } 6(A) = mf -n- I n = 1,2,3,... . 

The lower asymptotic density of A is defined by 

dL(A) = liminf{ A~n) In = 1,2,3, ... }. 

Clearly, 0 :S 6(A) :S dL(A) :S 1. If A' ~ A, then 6(A') :S 6(A) and 
dL(A') :S dL(A). 

Mann [7] proved the following fundamental inequality for the addition of 
sets of nonnegative integers. 

Research supported in part by grants 6-67337 and 6-68344 from the PSC­
CUNY Research Award Program of the City University of New York. 
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Mann's Theorem. Let AI, A2 be sets of nonnegative integers with 0 E Ai 
for i = 1,2. If 

for m = 1,2, ... ,n and m ¢ Al + A2, then 

(1) 

In particular, if 6(Ai) = ai for i = 1,2, then 

(2) 

Corollary. Let h ~ 2, and let AI, ... ,Ah be sets of nonnegative integers 
with 0 E Ai for i = 1, ... ,h. Let 6(Ai) = ai for i = 1, ... ,h. Then 

(3) 

Let 1 ~ r ~ h. Then 

(4) 

where the summation runs over all sums of rank r of the sets AI, ... ,Ah. 

Proof: Inequality (3) follows immediately from (2) by induction on h. 
Let u = al + ... + ah. Suppose that u ~ 1. Let L:' denote the sum over 

the (~) subsets of cardinality r chosen from {I, ... ,h}. Note that for each 

i E {I, ... ,h} there are exactly (~=D such subsets that contain the integer 
i. Let 5 denote a sum of rank r of the sets AI, ... ,Ah. Since (f ~ 1, it 
follows from (3) that 

L: 6(5) = L:' 6(Ai(1) + ... + Ai(r») 
s 

= ~ (h - 1) ai = (h - 1) (f 
L..J r-1 r-1 
i=1 

(h -1) = min(l, al + ... + ah). 
r-1 

Now suppose that (f = al + ... + ah > 1. Define Pi = ai/(f for i = 
1, ... ,h. Then 0 ~ Pi ~ ai ~ 1 and PI + .. , + Ph = 1. For i = 1, ... ,h, 
there exists a subset Bi of Ai with 6( Bi) = Pi. (For completeness, a proof of 
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this fact appears as Lemma 1 in the next section.) Let T = Bi(l)+-' ·+Bi(r) 
be a sum of rank r of the sets B l , ... ,Bh, and let S = Ai(l) + ... + Ai(r) 
be the corresponding sum of rank r of the sets AI, ... ,Ah. Since Bi ~ Ai, 
it follows that T ~ Sand 6(T) ::; 6(S). Therefore, 

~6(S) ~ ~6(T) ~ G = D(PI + ... + Ph) 

(h-1) = r _ 1 min(l, al + ... + ah). 

This completes the proof. 

Dyson [2] generalized Mann's inequality (1) for two summands to r-fold 
sums of the form (4). 

Dyson's Theorem. Let h ~ 2, and let AI, ... ,Ah be sets of nonnegative 
integers with 0 E Ai for i = 1, ... ,h. If 

Al(m) + ... + Ah(m) ~ Jlm (5) 

for m = 1, ... ,n, then 

l:S(n) ~ G = D min(l,/l)n, 
S 

(6) 

where the summation runs over all sums of rank r of the sets AI, ... ,Ah . 

Mann's theorem on the Shnirel'man density of sumsets was extended by 
Kneser [5] to the case of the lower asymptotic density of sumsets. 

Kneser's Theorem. Let h ~ 2 and let AI, ... ,Ah be sets of nonnegative 
integers with 0 E Ai for i = 1, ... ,h. Then either 

dL(Al + ... + Ah) ~ dL(At) + ... + dL(Ah) (7) 

or there exists an integer 9 ~ 1 and sets A~g), ... ,A~) such that each A~g) 
contains Ai and is a union of congruence classes modulo g, the sumsets 
Al + ... + Ah and A~g) + ... + A~g) coincide for all sufficiently large integers, 
and 

h-l 
dL(Al + ... + Ah) ~ dL(At) + ... + dL(Ah) - --. 

9 
Lepson[6] and Cheo[l] proved that Mann's lower bound (2) for the 

Shnirel'man density of the sum of two sets is best possible in the sense 
that if aI, a2 E [0,1] and al + a2 ::; P ::; 1, then there exist sets Al and A2 
of nonnegative integers such that 6(Ai) = ai for i = 1,2 and 6(Al +A2) = p. 
In this paper I shall use Dyson's Theorem to show that the lower bounds 
(3) and (7) are also best possible. I shall also prove that the lower bound 
(4) is sharp. 

Notation. For real numbers x and y, let [x, y] denote the set of integers n 

such that x ::; n ::; y. Let (x) denote the least integer n such that n ~ x. 
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2. Two Lemmas 

The following lemma concerns the Shnirel'man densities of the subsets 
of a set of nonnegative integers. It should be noted that Grekos [3] and 
Grekos and Volkmann [4] have made an extensive study of the upper and 
lower asymptotic densitities of the subsets of a set of nonnegative integers. 

Lemma 1. Let A be a set of nonnegative integers with 0 E A and 6(A) = 
a > O. Let 0 :$ a' :$ a. There exists a subset A' of A with 0 E A' and 
6(A') = a'. 

Proof: If a' = 0, let A' = {O}. Now suppose that a' > O. Note that a ~ 
a' > 0 implies that 1 E A. Let 1 = al < a2 ... be the positive elements of 
A listed in strictly increasing order. I shall construct a decreasing sequence 
of sets A = Ao ;2 Al ;2 A2 ;2 '" such that 6(Ak) ~ a' for all k ~ 0 and 

00 

A' = n Ak satisfies 6(A') = a'. 
k=O 

Let Ao = A. Then 6(Ao) = a ~ a'. Let k ~ 1, and suppose that we 
have constructed set Ao, At, ... ,Ak-l with Ao ;2 Al ;2 ... ;2 Ak- l and 
6(Ai) ~ a' for i = 0,1, ... ,k - 1. Let Bk = Ak-l \ {ak}. Define the set Ak 
by 

Ak = { Bk if 6(Bk) ~ a', 
Ak-l if 6(Bk) < a'. 

Then Ak- l ;2 Ak. Since 6(Ak- l ) ~ a', it follows that 6(Ak) ~ a'. Let 
00 

A' = n Ak. 
k=O 

Let n ~ 1. Choose ak E A such that ak :$ n < aHl. Then A'(n) = 
Ak(n) ~ a'n, and so 6(A') ~ a'. 

Suppose that c5(A') = f3 > a'. Since the set A is infinite, there exists an 
integer at E A' such that at ~ 1/(f3 - a'). Clearly, at E At. It follows that 
Bt = At \ {ad '# At and 

Let n ~ 1. If 1 :$ n < at, then Bt(n) = At-l(n) ~ a'n. If n ~ at, then 
Bt(n) = At(n) -1. Since at ~ 1/(f3 - a'), it follows that f3 -1/at ~ a' and 

Bt(n) = At(n) - 1 > A'(n) - 1 
n n - n 

~ f3 - .!. ~ f3 - ~ ~ a'. 
n at 

Therefore, c5(Bt) ~ a', which contradicts (*). Thus, c5(A') = a'. This 
completes the proof. 
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Lemma 2. Let 0 ~ a ~ 1. Let 1 = M1 < M2 < ... be a strictly increasing 
sequence of integers such that MHt/M" -+ 00. Choose a" E [0,1] such 
that a" ~ a for all Ie ~ 1 and a" = a for infinitely many Ie. Define integers 
a" by a" = (a,,(MH1 - M,,)). Define the set A of nonnegative integers by 

00 

A = {O, 1} U U [M" + 1, M" + a,,]. 
"=1 

Then 6(A) = dL(A) = a. 

Proof: The first step is to show that A(M,,) ~ aM" for all Ie ~ 1. Clearly, 
A(Md = A(1) = 1 ~ a = aMl. Let Ie ~ 2. Then 

A(M,,) = 1 + a1 + ... + a"-1 

"-1 "-1 
~ 1 + ~)ai(Mi+l - Mi)} ~ 1 + a ~)Mi+1 - Mi) 

i=1 i=1 
= 1 +a(M" -1) ~ aM". 

Thus, A(M")/M,, ~ a for all k ~ 1. 
Let m ~ 2, m 1= M". If M" < m ~ M" + at. let t = m - M". Then 

A(m) = A(M" + t) = A(M,,) + t > A(M,,) > a. 
m M,,+t M,,+t - M" -

If M" + a" < m < MH1, then 

A(m) = A(MHd > A(MHd > a. 
m m MH1 -

Therefore, A(m)/m ~ a for all m ~ 1, and so 

To obtain an upper bound for the densities, recall that MHt/ M" -+ 00 

and that a" = a for infinitely many Ie. Since 

it follows that, if a" = a, then 

A(MHd (1- a")M,, + 1 
~~~ < a + ~----=~~-

MH1 MH1 

and so dL(A) ~ a. Therefore, 6(A) = dL(A) = a. This completes the 
proof. 
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3. Main results 

The following result shows that inequalities (3) and (7) are best possible. 

Theorem 1. Let at, ... ,ah E [0,1], and let (f = a1 + ... + ah ~ 1. Let 
(f ~ 13 ~ 1. Then there exist sets A1, ... ,Ah of nonnegative integers with 
o E Ai and 6(Ai) = dL(Ai) = ai for i = 1, ... ,h, such that 

6(Al + ... + Ah) = dL(A1 + ... + Ah) = 13· 

Proof: Define f3i E [0,1] by 

f3i = 13 - L: aj. 
1~j~h 
#i 

Then ai ~ f3i ~ 13 for i = 1, ... , h. Let 1 = M1 < M2 < ... be a 
strictly increasing sequence of integers such that Mk+1/ Mk - 00. Let 
N* = W1 U W2 U ... U Wh be a partition of the positive integers into 
h pairwise disjoint, infinite sets. For i = 1, ... ,h, define the sequences 
{aik}k:l ofreal numbers by 

{ 
ai if k ¢ Wi, 

aik = . 
f3i IfkEWi. 

Then aik 2: ai for all k 2: 1 and aik = ai for infinitely many k. Moreover, 

alA: + a2k + ... + au = 13 

for all k 2: 1. Define aik = (aik(Mk+l - Mk)). Use Lemma 2 to construct 
the h sets Ai from the sequences {Mk}f=I' {aiA:}f=I' and {aik}k:l. Then 
6(Ai) = dL(Ai ) = ai for i = 1, ... ,h. 

I shall now show that the sets AI, ... ,Ah satisfy condition (5) of Dyson's 
theorem. For k 2: 1, 

and so 

A(Mk) = 1 + ai,1 + ai,2 + ... + ai,k-l 
k-l 

2: 1 + L: aij(Mj+l - Mj) 
j=1 

h k-1 
A1(Mk) + ... + Ah(Mk) 2: h + L: L: aij(Mj+1 - Mj) 

i=1 j=1 
k-l h 

= h + LLaij(Mj+l- Mj ) 
j=li=1 
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Let m be a positive integer satisfying M" < m < MH1 for some k ~ 1. 
Let t = m - M". Let a* = max{ai" Ii = 1, ... ,h}. If t ~ a*, then 

A1(m) + ... + Ah(m) ~ A1(M,,) + ... + A,,(M,,) + t 
~ f3M" + t ~ f3(M" + t) = f3m. 

If t > a*, then Ai(m) = Ai(MHd for i = 1, ... ,h, and 

A1(m) + ... + Ah(m) = A1(MH1) + '" + Ah(Mk+1) > f3Mk+! ~ f3m. 

Thus, (5) holds for all m ~ 1. Applying (6) with r = h, we obtain 

(A1 + ... + Ah)(n) ~ f3n 

for all n ~ 1, and so 

f3 ~ 6(A1 + ···+Ah) ~ dL(A1 + .. ·+Ah)' 

To get an upper bound for the densities, observe that 

(A1 + ... + Ah)(MH1) ~ hM" + aa + ... + ah" 

Therefore, 

~ hMk + h + (aa + ... + ahk)(Mk+1 - Mk ) 

= hMk + h + f3(Mk+1 - Mk). 

(A1 + ... + Ah)(MHd t:l (h - (3)Mk + h 
~--:o-:-~-'-----.:..-"- < I-' + . 

Mk+1 - MH1 
Since Mk/MH1 --+ 0, it follows that dL(A1 + .. . +Ah) ~ f3. This completes 
the proof. 

The next result shows that the lower bound in (4) is sharp. 

Theorem 2. Let 0 ~ ai ~ 1 for i = 1, ... ,h, and let a1 + ... + ah ~ 1. 
Then there exist sets Al , ... ,Ah of nonnegative integers such that 6(A) = 
dL(Ad = ai for i = 1, ... ,h, and, for r = 1, ... ,h, 

~ 6(S) = G = D (a1 + ... + ah), 

where the summation runs over all sums of rank r of the sets A 1, ... ,Ah . 

Proof: Let aik = aj for i = 1, ... , h and all k ~ 1. Construct sets 
A1 , ... ,Ah as in the proof of Theorem 1. If 1 ~ i1 < i2 < ... < ir ~ h, 
then 

dL(Ai l + ... + Air) = 6(Ai l + '" + Air) = ail + ... + air' 

It follows exactly as in the proof of the Corollary to Mann's Theorem 
that 

~dL(S) = ~6(S) = G = D(a1 + ... + ah). 

This completes the proof. 
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Theorem 3. Let 0 :5 ai :5 1 (or i = 1, ... ,h, and let a1 + ... + ah :5 
p :5 1. Then there exist sets At, ... ,Ah o( nonnegative integers such that 
6(Ai) = ai and, (or r = 1, ... ,h, 

. f"" SCm) 1· . f"" SCm) (h -1) 
In L..J--= ImIn L..J--= 1 p, 

s m s m r-

where the summation runs over all sums o( rank r o( A1, .•• ,Ah. 

Proof: Construct the sets Ai exactly as in the proof of Theorem 1. Then 
(5) holds for all m ~ 1, and so, by Dyson's Theorem, Ls Sen) ~ (~:::Dpn 
for r = 1, ... ,h and for all n ~ 1. 

Let S = AiI + ... + Air be a sum of rank r. Then 

r 

S(MHd:5 rMI: + ~ai;,1: 
;=1 

:5 rMI: + r + (t ai;,I:) (MH1 - MI:). 
1=1 

It follows that 

Since MI:/MH1 -+ 0, it follows that 

This completes the proof. 

It is an open problem to determine if, under the conditions of Theorem 
3, there exist sets A1 , ••• ,Ah such that 6(Ai) = ai for i = 1, ... ,h and 
Ls 6(S) = (~:::Dp for r = 1, ... ,h. 
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Some Powers of The Euler Product 

MORRIS NEWMAN 

For Paul Bateman, in friendship 

The coefficients of the rth power of the Euler product for r even, 0 < 
r ~ 24, are a natural generalization of the Ramanujan r-function, and 
satisfy similar recurrence formulas. These coefficients are studied here and 
an analogue of Lehmer's question on the non-vanishing of the r-function is 
stated and proved for r = 2,4,6,8,10,14. In addition, certain congruences 
for these coefficients are proved, and the results of extensive numerical 
investigations are given. 

The Euler product is given by 

00 00 

<p(z) = II (1- zn) = L: (_I)nz (3n2 +n)/2. 
n=l n=-oo 

If r is an integer, we set 

00 

<p(zt = EPr(n)zn. 
n=O 

The Ramanujan r-function is then given by r( n) = P24( n -1) . Ramanujan 
introduced this function in [13], and conjectured that it is a multiplicative 
arithmetic function satisfying the relationship 

where P is a prime and r(m) is defined to be 0 if m is not an integer. This 
conjecture was subsequently proved by Mordell, in [6] . 

Let r be an integer, and let Sr be the set of positive integers n such that 
each prime divisor P of n satisfies r(p-l) == 0 mod 24 . In the same paper, 
Ramanujan introduced the function rr(n) defined by 

rr(n) = Pr(r(n -1)/24), r( n - 1) == 0 mod 24 
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Ramanujan conjectured and Mordell proved that if r is an even divisor of 
24, then Tr{n) is a multiplicative arithmetic function on Sr and satisfies the 
relationship 

Tr{np) = Tr{n)Tr{p) - p(r-2)/2Tr {n/p) 

where p is a prime belonging to Sr, and Tr{m) is defined to be 0 if m is not 
an integer. This result was subsequently extended by the author in [9] to 
include all even r satisfying 0 < r ~ 24 . 

In connection with the Ramanujan function, Lehmer asked in [4] whether 
T{ n) ever vanishes. The conjecture that it does not is as yet unproved, 
although it is supported by massive amounts of computation. The same 
conjecture can be made for the generalized functions Tr{n) defined above. 
We will show in this note that Tr (n) does not vanish if n belongs to Sr, and 
r is limited to the values 2,4,6,8,10,14. No information is available in 
the remaining cases; namely r = 12,16,18,20,22,24. However, for these 
cases, congruential results are available and will be proved. 

Perhaps more fundamental than tp{x) is the Dedekind 1]-function, defined 
by 

a modular form of dimension -1/2 with well-studied properties. There has 
been a revival of interest in the powers of the Dedekind 1]-function ever 
since the work of MacDonald [5], who found identities for the coefficients of 
the (/Ih power of the Euler product whenever d is the dimension of a simple 
Lie algebra. It is still not understood why such identities exist. There is 
some arcane connection between the affine root systems of Lie theory and 
the classical theory of modular forms. 

We state the results discussed above as a theorem. 

Theorem 1 (Ramanujan, Mordell, Newman). Suppose that r is even, 
0< r ~ 24 . Let the positive integer n satisfy r{n -1) == 0 mod 24. Then 
if p is a prime such that r{p - 1) == 0 mod 24, 

and Tr{n) is a multiplicative arithmetic function ofn on Sr . 

An interesting consequence of this theorem is that if r > 2, then Tr (n) == 0 
mod p whenever n == 0 mod p , provided that Tr{p) == 0 mod p. It is 
therefore of interest to determine those primes p for which Tr{p) is divisible 
by p. It turns out that this cannot happen for r = 2,4,6,8,10,14. This 
remark (which is proved below) is crucial in settling the question of the 
vanishing of Tr{n) . However, it can happen for r = 12,16,18,20,22,24, 
and a computer search was made to determine primes for which this occurs. 



SOME POWERS OF THE EULER PRODUCT 407 

We must have available the explicit formulas for the coefficients for the 
values of r under consideration. The following result furnishes these for­
mulas. Relevant references as to the source of these identities are given in 
the bibliography. 

Theorem 2 (Klein-Fricke, Ramanujan, Winquist, Dyson, Mac­
Donald, Atkin). The following formulas are valid: 

summed over all solutions of a2 + 962 = 12n + 1, a == 1 mod 3, 

summed over all solutions of c2 + 3d2 = 6n + 1, c == 1 mod 3, 

summed over all solutions of a2 + 462 = 4n + 1, a> 0, 

1 
ps(n) = 8" L c(c2 - 9d2 ), 

summed over all solutions of c2 + 3d2 = 12n + 4, c == d == 2 mod 3, 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

summed over all solutions of a2 + 462 = 12n + 5, a == 6 mod 3, a> 0, 

(2.6) 

summed over all solutions of c2 + 3d2 = 12n + 7, c == 2 mod 6, d == 1 
mod 6. 

From these formulas it is easy to derive the following: 

Theorem 3. Let p be a prime such that r(p - 1) == 0 mod 24 . Then the 
following identities for Tr(P) are valid: 

where P = a2 + 962, 

T4(P) = 2c, where P = c2 + 3d2 , C == 1 mod 3, 

T6(p) = 2(a2 - 462), where P = a2 + 462, 

TS(p) = 2c(c2 - 9d2 ), where p = c2 + 3d2 , c == 1 mod 3, 

TIO(p) = { 2(a4 - 216a262 + 129664), where p = a2 + 36b2 , 

-2(81a4 - 216a2b2 + 16b4), where p = 9a2 + 4b2 , 

T14(P) = -2(a6 - 180a4b2 + 2160a2b4 - 1728b6), 

where p = a2 + 12b2 , a == 1 mod 4. 

(3.1) 

(3.2) 
(3.3) 

(3.4) 

(3.5) 

(3.6) 
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Proof: The proof depends only on the fact that if a prime p has a rep­
resentation as a2 + b2 or as a2 + 3b2 , then it is essentially unique . It is 
straightforward, and will be omitted. 

From the above, we can deduce 

Theorem 4. Suppose that r = 2,4,6,8,10,14, and that p is a prime such 
that r(p - 1) == 0 mod 24. Then Tr(P) is not divisible by p. 

Proof: The proof is a direct consequence of the identities above and offers 
no difficulty. We give the proof for one case onlYi namely r = 14. 

We have from (3.6) that a2 == -12b2 mod p, and substituting for a2 in 
this formula, we find that T14(P) == 2l233b6 mod p, which is not divisible 
by p, since p == 1 mod 12 and p and b are relatively prime. The other cases 
are proved in similar fashion. 

We now state the main result of this note, which supplies an answer to 
the generalization of Lehmer's question about the Ramanujan T-function: 

Theorem 5. Let r = 2,4,6,8,10,14. Suppose that n belongs to Sr. Then 
Tr(n) =I 0 . 

Proof: Suppose first that r> 2. Let p be any prime belonging to Sr and 
let k be any positive integer. Then Theorem 1 implies that 

which in turn implies that 

Now suppose that Tr(n) = O. Then for some prime p dividing n and some 
positive integer k, Tr(pk) = 0, since Tr(n) is arithmetically multiplicative on 
the set Sr. It then follows from the formula above that Tr(P) == 0 mod p. 
But this is false, by Theorem 4. Hence the initial assumption that Tr (n) = 0 
is false, and the proof is complete for r > 2. 

Now suppose that r = 2. Then the formula (3.1) above states that 

The recurrence formula of Theorem 1 now implies that if k is any 
nonnegative integer, then 

which is not O. This proves the result for r = 2 and completes the proof. 
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If all that is assumed is that r(n - 1) == 0 mod 24, then Tr(n) can cer­
tainly vanish. It is quite easy to show that Tr(n) = 0 whenever n is exactly 
divisible by an odd power of a prime p such that r(p+ 1) == 0 mod 24, where 
now r = 2,4,6,8,10,14,26. The proof follows from the explicit formulas of 
Theorem 2 and from the results of the author in [7]. 

Whether Theorem 5 is true in the remaining cases (r = 12,16,18,20,22, 
24) is not known. In these cases a computer search was made for values of 
p such that Tr(P) == 0 mod p. The results are summarized in the following 
table: 

r p bound 
12 3,19,11003,12197,139361 < 399000 
16 13 < 299000 
18 5,541 < 266000 
20 7 < 239000 
22 61 < 163000 
24 2,3,5,7,2411 < 300000 

TABLE 1: Values of rand p such that Tr(P) == 0 
mod p, where p is a prime 

The only oddity exhibited here is the relatively large number of instances 
for r = 12. It is not clear if there is something more than coincidence here. 

Explicit formulas involving sigma-functions for P12( n), P24( n) have been 
given by Ramanujan, Schoeneberg, Van der Pol, Niebur, and others (refer­
ences are given in the bibliography). For example, Schoeneberg has shown 
that 

(n-l)/2 

T12(n) = n{20'(n) - 0'3(n)} + 48 L (n - 2k)0'(n - 2k)O"(k), 
k=l 

where O'r(n) is the sum of the rth powers of the divisors of n, and O"(n) is 
the sum of the odd divisors of n. This implies that if P is a prime> 2 then 

(p-l)/2 

T12(p) == -96 L kO'(p - 2k)O"(k) modp. 
k=l 

Similarly, Niebur has shown that 

n-l 

T(n) = n40'(n) - 24 L(35k4 - 52k3n + 18k2n2)0'(k)0'(n - k). 
k=l 
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This in turn implies that if P is a prime, then 

(P-l)/2 

rep) == -1680 E k40'(k)0'(p - k) mod p. 
k=l 

Unfortunately, it seems difficult (if not impossible) to extract any signif­
icant information about the behaviour of these functions modulo a prime 
from the above. 

Table 1 yields the following congruential result, which was mentioned 
previously: 

Theorem 6. Let r, p have the values given in Table 1. Then 

rr(n) == 0 mod p, whenever n == 0 mod p. 

The proof follows directly from the recurrence formula of Theorem 1, and 
will be omitted. 

In connection with Lehmer's question about the r-function, it is of in­
terest to look for instances of the vanishing of Pr(n). The following table 
summarizes the result of extensive machine computation: 

r z r z 
1 3 14 4 
2 7 15 53 
3 2 16 none < 500000 
4 9 17 none < 500000 
5 1560 18 none < 500000 
6 5 19 none < 500000 
7 28017 20 none < 500000 
8 3 21 none < 500000 
9 none < 500000 22 none < 500000 
10 6 23 none < 500000 
11 none < 500000 24 none known 
12 " 25 none < 100000 
13 " 26 9 

TABLE 2: z = first value of n for which Pr(n) = 0 

The values for r = 5 and r = 7 were first found by Atkin. 
Once a value of n has been found such that Pr(n) = 0, where 1 $ r $ 24, 

or r = 26, a result due to the author [8] implies that there are infinitely 
many values of n such that Pre n) = O. For example, the fact that ps(1560) = 
o implies that 

ps(1560n2 + 5(n2 - 1)/24) = 0, provided that (n,6) = 1. 
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A Divergent Argument 

Concerning Hadamard Roots 

Of Rational Functions 

A. J. VAN DER POORTEN 

To Paul Bateman 

1. Introduction 

A compelling conjecture attributed variously to Pisot and Schutzenberger 
suggests that L: ahXh is the Taylor expansion of a rational function pro­
vided only that the ah all belong to some field finitely generated over Q and 
there is a nonzero polynomial! so that L: !(ah)Xh represents a rational 
function - of course only 'coherent' choices of the ah yielding !(ah) will 
do. In part because the sequence of Taylor coefficients is a recurrence se­
quence (satisfying a linear homogeneous recurrence relation with constant 
coefficients), the following is a plain language example of the conjecture: A 
sequence of rationals (ah) is a recurrence sequence if (a~) is a recurrence 
sequence. Conversely, L: JhXh is not rational because the Jh do not all 
belong to a field finitely generated over Q. The conjecture can be proved in 
a 'generic' case, but seems inaccessible in general. Breaching the tradition 
that one should only sketch proofs one believes to be correct, I manipu­
late formal series divergent everywhere to 'verify' the conjecture and to 
illustrate the apparent obstructions to a convincing proof. 

Research partially supported by the Australian Research Council. 
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2. Generalised Power Sums, Rational Functions 
and Recurrence Sequences 

A generalised power sum a(h), h = 0,1,2, ...... is an expression of the 
shape 

m 

a(h) = LAi(h)O'~, h=0,1,2, ..... . (1) 
i=l 

with roots O'i, 1 :5 i :5 m, distinct non-zero numbers, and coefficients Ai (h) 
polynomials respectively of degree ni -1, for positive integers ni, 1 :5 i :5 m. 
The generalised power sum a(h) is said to have order 

Set 
m 

m 

n= Lni. 
i=l 

seX) = II (1 - O'ix)ni = 1 - SlX - ... - Snxn . (2) 
i=l 

Then the sequence (ah) with ah = a(h) , h = 0,1,2, ...... satisfies the 
linear homogeneous recurrence relation 

To see this let E : f(h) 1-+ f(h + 1) be the shift operator and A = E - 1 
the difference operator. Then 

and since AAi(h) has lower degree than does Ai, by linearity of E and 
induction it is plain that 

m 

II (E - O'i)n i 

i=l 

annihilates the sequence (ah) as asserted. Thus generalised power sums are 
interesting in that they coincide with the sequences satisfying the recurrence 
relations (3). It follows that there is a polynomial r(x) , of degree less than 
n , so that the power series 

~ Xh _ reX) 
LJah - seX) 
h=O 

(4) 

is a rational function; to see this multiply by seX) and note the recurrence 
relation. 
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Conversely given a rational function as above, with deg r < deg s, a 
partial fraction expansion yields 

and the coefficients of Xh, h = 0,1,2, ...... are indeed the values of a 
generalised power sum as described. 

Accordingly, results on generalised power sums are equivalent to corre­
sponding results for the Taylor coefficients of rational functions. 

A sequence (ah) satisfying a relation (3) is often called a recurrence 
sequence (or linearly recursive sequence) of order n; the polynomial 
xn s(X-1) reciprocal to the polynomial (2) is called the characteristic or 
companion polynomial of the recurrence sequence. Our "roots" (lj are the 
distinct zeros of the companion polynomial. The archetypal example of 
a recurrence sequence is of course the celebrated Fibonacci sequence (fh) 
defined by 

fh+2 = fh+1 + fh' h = 0, 1,2, ... with fo = 0, It = 1 ; 

and generated by 
x 00 

1- X _ X2 = ~':JhXh . 
h=O 

The expression (1) for the ah = a( h) as a generalised power sum provides 
a well known formula for the terms of the recurrence sequence. One obtains 
a less well known formula from directly expanding (4). In terms of the given 
initial values ao, al, ... , an-l of (ah) one has 

and 

1 ~ '\"" (h + h .. · + in)!'1 . h 
s(X)- = L..J L..J . I . Is{" ·~ .. x . 

}1··· ·}n· h=O it +2h···+nj .. =h 

For the Fibonacci numbers this yields (with the usual conventions for in­
terpreting the combinatorial symbol) 

'\"" (h -i) fh+1 = ~ i . 
J 
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2. Exponential Polynomials: Complex and p-Adic 

The field F of definition of a given generalised power sum is finitely 
generated over the field of rationals Q and, indeed, the ah all belong to a 
subring R of F finitely generated (of finite type) over Z. This says, exactly: 
There is a finite number, say t, of algebraically independent transcendentals 
x = (Xl, ... , Xt) and a y algebraic over Q(x) so that F = Q(x)[y]. Further, 
for j = 1,2, ... , g, say, there are polynomials Uj E Z[y; x] and Vi E Z[x] 
so that R is the ring Z[U1(y;X)/Vt(x), ... ,Ug(y;x)/Vg(x)]. In the case 
t = 0 we have F = K, an algebraic number field, and R a subring (usually 
referred to as a ring of S-integers) in that field. 

Plainly, we may view F as a subfield of C. Then a generalised power sum 
is the restriction to the nonnegative integers of an exponential polynomial 

m 

a(z) = L A;(z)eZ logai ,z E C. 
;=1 

Note, however, that the continuation is not well defined because we are free 
to choose the branches of the log a; . 

It turns out that there are infinitely many primes (indeed, a set of positive 
density) so that a given generalised power sum can be suitably embedded 
in the field of p-adic rationals Qp and analytically continued to exponential 
polynomials on Cp , the algebraic closure of the completion of Qp. Cassels 
[3] provides an elegant description. There are two steps in the embedding 
process, the first of which provides a notion of specialisation of a generalised 
power sum which is used in lifting results from the number field to the 
general case. 

It is straightforward to see that each element ifJ in a field F = Q(x )[y] , 
containing the terms 

m 

a(h) = L A;(h)af , h = 0, 1,2, ..... . 
;=1 

of the generalised power sum a, has a representation 

with Uif> E Z[y; x] and Vif> E Z[x], say relatively prime to the set of coef­
ficients of Uif> and with its set of coefficients relatively prime over Z. We 
may then refer to Vif> E Z[x] as the denominator of ifJ. Denote the defining 
polynomial of y over Z[x] by F[x](Y) , and suppose that it is of degree r. 

Cassels' idea is to introduce a finite set r of elements of F with the 
property that whenever r E rand r i= 0 then also r- 1 E r. It will be 
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convenient to always require that r contains the discriminant and leading 
and trailing coefficients of F[z](Y). Set 

Vr(z) = II V..,(z) . 
..,er 

It follows by induction on t that there are infinitely many t-tuples of rational 
integers c = (Cl, ... , Ct) so that Vr( c) ::f o. Whenever Vr( c) ::f 0, we refer 
to a map z 1-+ c, together with an induced map y = y(z) 1-+ y(c) with 
y(c) some zero of F[c](Y), as a r-specialisation of F. (This is an abuse of 
language; we specialise only the elements of a subring of F.) 

I allege that if 'Y = 'Y(y( z)j z) E r , its r -specialisation 'Y(y( c); c) is an 
elementofan algebraic number field K = Q(c)[y(c)] of degree at most rover 
Q. But this is clear. Trivially, Q(c) = Q and y(c) is a zero of a polynomial 
F[c](Y) of degree rover Q. Moreover, if'Y ::f 0, the specialisation of 'Y is 
nonzero. For, by the condition on the sets r, the element 'Y- 1 also belongs 
to r and thus also has an image in K under the specialisation. 

I now turn to the second step of the p-adification process. 
One notes that, having selected a r -specialisation z 1-+ c, there are in­

finitely many rational primes p so that both Vr(c) ~ 0 mod p and so that 
the reduction of the irreducible factor of the polynomial F[c](Y) with y(c) 
a zero, viewed as a polynomial over F p , has a linear factor Y - y( c). The 
first condition excludes just finitely many primes and the second condition 
is satisfied by all those primes p with a prime ideal factor of degree 1 in 
the number field K = Q(c)[y(c)]. By the Tchebotarev density theorem one 
is left with a set of admissible primes of positive density in the set of all 
prImes. 

Now select t algebraically independent elements e = (6, ... , et) of Qp 
subject to ei = Ci mod p , i = 1, ... , t, as one may since Qp has uncountable 
transcendence degree over Q. Then, by Hensel's lemma, there is an ele­
ment,., of Qp with,., = y(c) mod p and F[e](,.,) = 0 in Qp. By the remarks 
above, the map (y; z) 1-+ (,.,; e) yields an embedding of F into Qp under 
which nonzero elements of r become units in Qp. One obtains such an em­
bedding for each p admissible with respect to the selected r -specialisation 
and the given polynomial F. 

Given a generalised power sum 

m 

a(h) = LAi(h)a~ , h = 0, 1,2, ..... . 
i=1 

select r so that it contains the roots ai. Then there are admissible p for 
which one obtains an embedding of the generalised power sum into Qp so 
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that the ai become units in Qp. (It is convenient, and is a harmless abuse 
of notation, to fail to indicate that elements once in F are now in Qp ). 

Thus for each i we have af-1 == 1 mod p, whence the p-adic logarithms 

are defined, and satisfy ordp (logp af-1) ~ 1. Finally, we recall that the 
p-adic exponential expp t converges for t E Cp with ordp t > 1/{p - 1). 
Since p is fixed in the course of any paragraph, below we may omit the 
subscripts p. 

With all this, one obtains p-adic analytic functions 

m 

ap,r{t) = L: Ai{r + {p - l)t)ai exp (t logaf-1) , r = 0,1, ... ,p - 2 , 
i=1 

converging for t E Cp with ord t > -1 + 1/{p - 1) and analytically 
continuing the given generalised power sum in the sense that ap,r{h) 
a{r + (p - l)h) for 0 ~ r < p - 1 and h = 0,1,2, ...... . 

4. A Criterion for Rationality 

We have seen that E ahXh represents a rational function vanishing at 00 

if and only if, for some n, there is a recurrence relation ah+n = 81ah+n-1 + 
... + 8n ah for all h = 0,1, .... Thus, necessarily, the Kronecker-Hankel 
determinants 

aN aN+l a2N 

vanish for N = n, n+ 1, .... This condition is, not altogether obviously, also 
sufficient. To see that, suppose Kn-1{a) =F 0 but Kn{a) = o. On setting 
bh = ah+n - 81 ah+n-1 - ... - 8nah , with certain constants 81, ... , 8n , we 
therefore have h = 0 for h = 0,1, ... , n. But 

ao a1 an-1 0 0 
al a2 an 0 0 

Kn+l{a) = 
0 0 

= -b~+lKn-1{a). 
an-1 an a2n-2 

0 0 0 0 bn+1 
0 0 0 bn+l bn+2 

Thus Kn+l{a) = 0 implies bn+l = 0, and, by induction, KN{a) = 0 for 
N = n, n + 1, ... entails bh = 0 for h = 0,1, .... 
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As suggested by Bombieri [1], it turns out to be appropriate to define the 
height H(a) of a sequence (ah) of elements ah of a number field K by 

with the sum over all appropriately normalised values of K. The definition 
implies that the height of a sequence is invariant under multiplication by a 
nonzero element of K ; by the product formula, the sequences (ah) and (cah) 
have the same height. Our purpose is to attach a height to the sequence 
of coefficients of a power series E ahXh E K[[X]]. This is achieved, felici­
tously, by the given definition. Plainly, the invariance under multiplication 
by nonzero algebraic constants is desirable. Moreover, the nonarchimedean 
values progressively pick up the lowest common multiple of the denomina­
tors of ao, ... , ah , so that the height is a suitable arithmetic measure of the 
growth of the sequence. The geometric progression (1,0',0'2, ...... ) has 
height H(O'); the harmonic sequence (1,1/2,1/3, ...... ) has height e. 

Suppose that (ah) is a sequence of elements of a number field K and has 
height H(a) = A < 00. It will be convenient to define the height H(K(a)) 
of the sequence of Kronecker-Hankel determinants by 

note that this is not the same definition of height of a sequence where one 
multiplies just by h-1 . Then, but (cf [4]) this is not as obvious as may 
seem at first, H(K(a)) = H(a) = A. 

Let ~ be the forward difference operator, here acting on the subscript of 
a. Manipulation of rows and columns in the Kronecker-Hankel determinant 
shows that 

Let x(t) = E xhth be a power series with coefficients in Cp and converg­
ing on the disc {t E Cp : ord t > -c + 1/{p - I)}, some c > 1/{p - 1). 
Then limsuPh_oo h-1ord Xh = C - 1/(p- 1). One has 

where the integers S(h, k) are the Stirling numbers of the second kind. It 
follows, recalling ord k! = (k - 0'( k)) / (p - 1) , where 0'( k) is the sum of the 
p-adic digits of k , that 

lim sup k-1 ord ~kx(O) ~ lim k-1ord k! + lim sup h- 1 ord Xh = c. 
k-oo k-oo h-oo 
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On the other hand, 
00 ~kz(O) 

Zh = ~ k! s(h, k), 

where the integers s(h, k) are the Stirling numbers of the first kind. This 
yields 

c = lim k-1ord k! + lim sup h-1 ord Zh :$ lim sup k-1 ord ~kz(O) j 
k-oo h-oo k-oo 

and we have proved 

limsup k-1 ord ~kz(O) = c. 
k_oo 

But we saw that recurrence sequences yield maps h 1-+ a(r + (p -l)h) 
that can be analytically continued to maps on the disc {t E Cp : ord t > 
-1 + l/(p - I)}. That is the context in which the following criterion is 
useful: 

Theorem (A criterion for rationality). Let (ah) be a sequence of elements 
of a number field K with finite height H(a) = A. Suppose there is a set P 
of rational primes p for which the p - 1 maps, with 0 :$ r < p - 1 , 

h 1-+ ar+(p-l)h 

may be analytically continued to maps on the disc {t E Cp : ord t > 
-1 + l/(p - I)}. If II pl/(p-l) > A [K:Q] 

pEP 

then L ahXh is a rational function. 

Proof: If ~p-l is the difference operator ~p-l : f(h) 1-+ f(h+p-l)- f(h) , 
then a generalision of a remark above yields 

KN(a) = l~li/(P-l)J+li/(P-l)Ja I 
p-l r+3 

r:i,3:; (mod p-l) 

O~r,,<p-l 

and we can verify that the data of the criterion implies: for pEP, 

Now let T be the set of all places above the primes pEP. Then, by 
Liouville's theorem, namely, 
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For any subset T of the places v ofK, either a = 0 or 

L: log lalv = 0 implies 
v 

Eloglalv = - Eloglalv 
vET vfT 

~ - L:log+ lalv ~ - L:log+ lalv = -[K: Q]logH(a), 
vfT v 

we have, for all sufficiently large N, either KN{a) = 0 or 

1 
_N-2 L: log IKN{a)lv.:$ L: ---=-1 logp 

vET pEP p 

< [K: Q]N-2IogH(KN(a)).:$logA. 

This is just a restatement of the criterion and establishes its validity. 

5. Algebraic Functions of Exponential Polynomials 

Let a(1)(z), a(2)(z), ... , a(r)(z) be exponential polynomials. It is a theo­
rem of Ritt [6] that an entire function Y(z) satisfying an equation 

F(Y; z) = yr + a(1){z)yr - 1 + ...... + a(r-l)(z)y + a(r){z) = 0 

is an exponential polynomial. 
Ritt's result and argument is more general but its principles are contained 

in the following sketch: Suppose firstly that the frequencies Wij of the 
exponential polynomials comprising the data 

a(i){z) = L: Aij{Z) exp{zWij), 
j 

for i = 1, 2, ... , r all are real. Then Y(z) has a series expansion 

where, for some integer d ::; r, (dTh) is a monotonic increasing sequence of 
Z-linear combinations of the given frequencies and each th is an algebraic 
function in z. More generally, if the given frequencies are arbitrary then 
the dTh may be taken to be Z-linear combinations of the real parts of the 
given frequencies and each th expands to a series 
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where, for some integer dh :5 r, (dhUhTc) is a monotonic increasing sequence 
of Z-linear combinations of the imaginary parts of the given frequencies 
and each Shle is an algebraic function in z. The proof of the allegations 
comprising this sketch is little different from the more familiar argument 
that yields the Puiseux expansion of an algebraic function in one variable. 
The point in ordering the frequencies as described is that Ritt can show 
that his expansion converges in some sector. 

Ritt proves that a series 

Y(z) = L L 8hTc(Z) exp(izuhTc) exp(zTJa), 

with frequencies as described, is meromorphic if and only if it is a quotient 
of exponential polynomials. The assertion commencing this section then 
follows from Ritt's Quotient Theorem [7], whereby an entire quotient of 
exponential polynomials is itself, up to possible division by a polynomial, 
an exponential polynomial. 

6. Hadamard Roots of Rational Functions 

It is obvious to undergraduatesl that if E ahXh and E bhXh are rational 
functions then so is E ahbhXh. It follows that if E ahXh is rational then 
E f(ah)X h is rational for every polynomial f. 

My remarks concern possible converse results. If E f(ah)X h is rational, 
where f is a polynomial, what can be said of E ahXh? 

Actually, that can be readily answered: Without more data, very little 
indeed can be said. The correct question is, therefore, whether there are 
some simple but evidently necessary additional conditions which suffice to 
entail the rationality of E ahXh. 

But, in order that E ahXh possibly be rational it is certainly necessary 
that the ah all lie in some finitely generated extension field of the field of 
rationals Q. If E ahXh is rational then ah is given by a generalised power 
sum a(h) and its values evidently have the cited property. Moreover, we 
should recall that the ah are presented as roots of equations bh = f(ah). 
Thus, at best, we may make allegations about some sequence of roots rather 
than about a given sequence of roots. In all, these considerations lead to 
the following conjecture: 

Conjecture. Let f be a polynomial and E f(a~)Xh a power series repre­
senting a rational function. If the a~ all belong to a field finitely generated 

1 It is obvious to us because the product of generalised power sums is of course once 
again a generalised power sum. Most undergraduates will, unfortunately, simply report 
that the product of rational functions is once again a rational function, believing the 
Hadamard product to be the ordinary product. 
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over Q then there is a sequence (all) with I(all) = I(a~) for all h = 0, 1, 
2, ... so that L allXh is a rational function. 

This conjecture is not just wishful thinking. Rumely and I [9] have es­
tablished it in a special, but arguably a 'generic' case: Namely, we deal 
with 1(011) = a1 = 611 subject to the roots (which we may have reordered 
without loss of generality) PI, ... , Pm of the given recurrence sequence (b,.) 
satisfying 

IPll11 > 1.82111 ~ ...... ~ IPm I" . 
That is, at some absolute value v, (611) has a unique maximal root. It turns 
out that, for the special problem cited, we can also deal with a unique min­
imal root. Graham Everest has explained to me that under the dominant 
root condition the general problem should be similarly accessible. Given 
this, it seems that the conjecture can be proved for 'almost all' given re­
currence sequences (bh ). A brief history of these matters is summarised 
by: 

In work of Pisot it's been shown 
That Hadamard's secret is blown; 
The remarks 01 Cantor 
Are quite without flaw, 
A nd should have become better known. 

In an analogous context Cantor2[2] had shown that problems of the present 
kind are accessible in the dominant root case. Pisot had dealt with the 
Hadamard k th root problem, showing that L bhXh = L ahXh is rational 
if L a1Xh is rational, subject to the ah E Z and the dominant root P1 
having multiplicity one, that is, with the leading coefficient B1 constant. 

The conjecture is a special case of the arithmetic analogue of Ritt's result 
of §5. Since I cannot settle the conjecture it seems wiser to study the yet 
more general problem which is the arithmetic analogue of the theorem of 
Ritt of the previous section. 

Generalised Conjecture. Let b(1)(h), 6(2)(h), ... , b(r)(h) be generalised 
power sums and let F(Y; h) be a polynomial in Y 

with generalised power sum coefficients. If there is a sequence (a~) with all 
its elements belonging to a field finitely generated over Q so that F( a~; h) = 

2 At the meeting, Knopp chose to criticise me by commenting that he saw a defect in 
my attempt to rhyme 'flaw' and 'Cantor'. I sadly replied (in my best Southern accent): 
"Oh! Marvin ... ". 
3 Following the principle that one's wisdom increases according to the amount one knows 
one doesn't know. 
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o for h = 0, 1, 2, ... then there is a sequence (ah) with F(ah; h) = 0 for 
h = 0, 1, 2, ... so that E ahXh is a rational function. 

I should mention that we now know the arithmetic analogue of Ritt's 
Quotient Theorem. In [10] I show that if both E ChXh and E bhXh are 
rational and (a~) is a sequence of elements all belonging to a ring finitely 
generated (of finite type) over Z and satisfying a~bh = Ch for h = 0, 1, 2, 
... then there is a sequence (ah) with ahbh = Ch for h = 0, 1,2, ... so that 
E ahXh is a rational function. Thus if exponential polynomials c(z) and 
b(z) have, for example, the property that the quotients c(h)jb(h), h = 0, 
1, 2, ... all are integers, then, for some analytic continuation to C, the 
quotient c(z)jb(z) is an exponential polynomial. 

7. The Divergent Argument 

In the proof of the Hadamard Quotient Theorem I p-adify the data as 
described at §3 and use the rationality criterion detailed in §4. However, 
attempts to apply similar techniques to the Hadamard root problem seem 
to fail. There are a number of difficulties. But the most striking problem 
is that there does not seem to be a method, other than in a dominant root 
situation, to specify that one is studying a coherent4 sequence a(h), h = 0, 
1, 2, ... of roots. For example, E X h has itself as a rational Hadamard 
square root. But whilst all the series E ±Xh are Hadamard square roots 
of E X h , almost all of them are are not even continuable beyond the unit 
circle. The exceptions are rational and are those Hadamard square roots 
for which the signs are chosen 'consistently'; in the present example, so that 
the sequence of signs is periodic. There is no analogous coherency difficulty 
in the quotient problem. 

My divergent argument is directed at attaining coherency. Given the 
data F(Y; h) = 0, h = 0, 1, 2, ... observe that no generality is lost in 
supposing that the given polynomial F(Y; h) is irreducible in the ring of 
polynomials in Y over the ring of generalised power sums. Now obtain a 
series expansion 

Y(h) = 2: qi(h)O; 

in a manner similar to that sketched at §5. One can always arrange that the 
sequence OJ ofroots be monotonic decreasing in absolute value. Indeed, and 
this seems the appropriate approach, one can arrange that the sequence is 
monotonic decreasing in g-adic pseudo-value (see Mahler [5] for the appro­
priate notions), where g is some product of the prime ideals dividing the 
roots appearing in the data. In the dominant root case the sequence will 
be strictly monotonic decreasing in absolute value and the series actually 
converges for all sufficiently large integers h. 

~The relevance of coherence was pointed out to me by the late Philippe Robba. 
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If the generalised power sums of the data all have constant coefficients 
(all their roots have multiplicity one) then the qi all are constants. It will be 
convenient to restrict ourselves to that case for the remaining remarks. As 
matters are phrased here, in general the qi(h) must be supposed algebraic 
functions of h. However, Rumely and I [9] show, unconditionally for the k th 
root problem, that one may indeed assume, without loss of generality, that 
the coefficients of the data are constant. Equivalently, we prove that the 
coefficients appearing in our 'Puiseux expansion' all are rational functions 
in h. 

I now define the purportedly coherent sequence (ah) by the formal ex­
pressions Y(h) = ah and as in §4, form the Kronecker-Hankel determinants 

_I A li/(p-l)J+li/(p-l)J 1 
- L.l.p_l ar+. . 

rEi"Ej (mod p-l) 

O$:r,.<p-l 

Since the (h are monomials in the roots of the data there are plenty of 
primes p so that, formally, each term of the series giving an entry in the 
determinant on the right is highly divisible by p. That is no more than 
iteration of the congruence 

Op-l == 1 (mod p) . 

I then claim that the entry itself, that is, the formal infinite sum, has high 
p-adic order. 

It is not clear to me that this argument can be sustained. It entails, 
regardless of the arithmetic preconditions, that there always are infinitely 
many primes p for which an algebraic function of generalised power sums 
has p-adic analytic continuations converging p-adically in 'large' discs (to 
be precise, for which lo~ Itlp < 1 - 1/{p - 1)). I have convinced myself 
that this is not necessarily false, but not that it is in fact so. In any event, 
it is an independent question that seems worthy of study and that may be 
more accessible than the principal conjecture. 

My divergent argument proceeds by noticing that, for given h, zeros ah 

of F(Y(h)j h) are certainly bounded by the data. If the ah lie in a number 
field this yields the vanishing of the Kronecker-Hankel determinants once 
N is sufficiently large. The general result would then follow by lifting the 
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result from the number field case. A detailed description of such a lifting 
argument is provided by Rumely [8]. 

The argument appropriate to the dominant root case is rather different; 
see [9] for a concluding argument likely to be appropriate. There is no 
need to manipulate divergent series nor to attempt to obtain arithmetic 
properties of sums of series from arithmetic properties of their terms. As 
suggested, I believe that the problems that may arise from nonconstant 
coefficients qi(h) should be tractable without the introduction of radically 
new ideas. 

8. Concluding Remarks 

My purpose in sketching an argument which is, as it stands, unsustainable 
is, of course, to take advantage of an opportunity to listen carefully to an 
exposition of that argument. I have listened but have not learnt as much 
as I hoped I would. Most of all, I have not succeeded in my real goal, which 
was to provide a valid proof of the conjectures (a convergent argument, so 
to speak) in this, the written version of my talk. 

However, I have had an opportunity to state the relevant conjectures and 
to give a flavour of the methods and principles that appear necessary to 
deal with problems of the present sort. Remarking on a 40 minute talk of 
mine at Oberwolfach some years ago (on roughly the present SUbject) the 
poet Martin Huxley wrote: 

Matters of specialisation 
A nd Hadamard multiplication 
Were dealt with by Alf 
In an hour and a half 
By clever p-adification. 

I have probably been excessively verbose again. But I wrote: 

For Bateman, Whom we've all known for ages 
First chairman, then one of the sages. 
Without undue urgence 
Or thought for convergence 
I offer these miserable pages. 
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Diagonalizing Eisenstein Series. I 

ROBERT A. RANKIN 

Dedicated to Paul Bateman on his 70th birthday 

1. Introduction 

In this paper we consider the action of Heeke operators Tn (n E IN), 
and their adjoint operators T~ , on Eisenstein series belonging to the group 
ro(N), and having integral weight k > 2 and arbitrary character X modulo 
N. It is shown that the space £,,(X) spanned by these Eisenstein series 
splits up into a number of subspaces £,,(X, t), where t is a divisor of N, 
each being invariant under the operators Tn and T~ with (n, N) = 1. If X 
is a primitive character modulo N, this holds also for Tn with (n, N) > 1, 
but this need not be true for general X modulo N. A basis of modular 
forms that are eigenfunctions for Tn with (n, N) = 1 is constructed for each 
appropriate t and explicit evaluations of G L ITn are given for each Eisenstein 
series GL (L E r(l)) and any positive integer n prime to N, or any n that 
is a prime divisor of N, the results being particularly simple when N is 
squarefree. The corresponding results for GLIT~ when (n, N) > 1 will be 
given in a subsequent paper. 

Although over the last 70 years much attention has been devoted to the 
diagonalization of cusp forms, by authors such as Mordell, Heeke, Peters­
son, Atkin, Lehner, Li and others, very little work has been done on the 
corresponding problem for Eisenstein series, possibly because a finite inner 
product of pairs of such series cannot be defined in all cases. However, the 
problem was considered by Heeke in 1937 and further results were obtained 
by Petersson in 1948; see, in particular, Satz 44 of [2] and Satz 8 of [3]. 

The starting point of Heeke's work was his explicit determination of the 
Fourier coefficients of Eisenstein series. By taking linear combinations of 
the coefficients with characters Xl and X2 to the moduli N/tl and N/t2, he 
obtained modular forms whose associated Dirichlet series had Euler factors 
for each prime pI N, namely those Euler products occurring in the product 
of L-functions 

(1.1) 
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see §5 below. However, the associated modular forms are not necessarily 
linearly independent, no doubt because the precise conditions to be satisfied 
by the characters Xl and X2 and divisors tl and t2 are not specified. Heeke 
was aware that his results did not in general extend to Tn with (n, N) > 1, 
since he illustrated this fact in a particular case when N = q3 (q prime); 
see Satz 45a of [2]. In the present paper I employ a different method to 
make explicit the relationship between Heeke's characters Xl, X2 and the 
character X and divisor t mentioned in the first paragraph of this section. 

It should be mentioned that the divisor t of N occurring in £k(X, t) has 
no connection with Heeke's use of the word, which relates to modular forms 
belonging to the subgroup ro(N) n rO(N/t). In what follows we confine 
our attention to ro(N) (i.e. we take Heeke's divisor t to be N), but there 
is no doubt that the analysis could be extended to the general case without 
difficulty. Moreover, as stated above, we shall assume that k > 2; the case 
k = 2 could be included by use of the well known Heeke limiting process. 

2. Notation 

We write 

1= (~ ~), U = (~ ~), W = (~ ~) (2.1) 

and 

S=(~~), L=(~ ~), (2.1) 

where both Sand L belong to SL(2, 7l) = : r(1). 
Throughout both Nand k will be fixed positive integers and we write 

r = ro(N) = {S E r(1): "y == 0 (mod N)} (2.3) 

and assume that k > 2. 
For any character X modulo N we write M(X) and C(X), respectively, 

for the vector spaces of entire modular forms and cusp forms of weight k 
and character X belonging to r. Moreover, if 

T=(: !), (2.4) 

is any matrix with real entries and positive determinant det T, we define 

/(z)IT = (cz + d)-k(det T)k/2/{(az + b)/(cz + d)}, (2.5) 

for any / E M(X). 
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We shall be much concerned with (parabolic) cusps, which we write in 
the form L-1 00 , where L E r(l), as above. It is easily seen that the cusps 
L]'loo and L;:loo are congruent modulo r if and only if 

(2.6) 

We write (2.6) as L1 /'OW L2. The corresponding equivalence class [L] we call 
a cusp class. 

The width nL of the cusp L -1 00 is defined to be the smallest positive 
integer n such that L -1 un L E r. It depends on [L] and is easily evaluated 
as 

(2.7) 

where 

(2.8) 

We call t1 the divisor of L and write t1 = div L. It is convenient to write 

(2.9) 

The corresponding cusp parameter II: = II:L(X) is defined by 

(0 ~ II:L < 1), (2.10) 

where, as usual 
e(z) = e211'iz (z E([;). (2.11) 

From (2.6) it follows that II:L depends only on [L] and the character X. We 
also put 

(2.12) 

3. Characters 

For any character X modulo N we write N(X) for its conductor, so that 

X = X*Xo, (3.1) 

where X* is the associated primitive character with modulus N(X) and XO is 
the principal character modulo N; similarly for other characters to various 
moduli. 
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Lemma 3.1. For any character X modulo N and L E r(I), K.L = 0 if and 
only if N(X) divides NlhL. 

Proof: By (2.10), 
(3.2) 

where ZL = CDlt1 = C1D and (ZL' hL) = 1. 
Now suppose that X(I-zNlh) = 1 for some Z prime to h = hL and take 

any y with (y, h) = 1, so that, for some positive integer r, 

y == rz (mod h). 

Then, 
X(I- yNlh) = X(I- rzNlh) = Xr(l- zNlh) = 1, 

since N divides (Nlh)2, i.e. h21N. Now take any z prime to N, so that 

x(z - Nih) = X(z)X(l- z'Nlh) = X(z), 

where zz' == 1 (mod N). This shows that N(X) divides Nih. 
Conversely, if this holds, it is obvious from (3.2) that K.L = O. 

When K.L = 0 we say that L, [L] and L-100 are unbranched for x, or 
merely, when no confusion can arise, unbranched. Conversely, if K.L ::f:. 0, 
L is said to be branched. It is dear that, if L is unbranched, so is every 
matrix of the same divisor tt, so that we may say that t1 is unbranched. 

It is convenient to write mod f for the modulus of a character f, so that 
we always have N(f) I mod f. As usual, we write qrlln to denote that qr 
is the highest power of q that divides n. 

Lemma 3.2. Suppose that N(X) divides Nih, where h = (tt, t2), ttt2 = N 
and mod X = N. Then there exist characters Xl and X2 with moduli t1 
and t2, respectively, such that 

X = X1X2· (3.3) 

Proof: The integer h is a product of powers p'Y of primes p. If pQ Iitl and 
pBllt2 then 'Y = min(a,p) and we factorize hash = hohlh2' where (i) ho 
consists of powers p'Y for which 'Y = a = p, (ii) h1 consists of powers for 
which 'Y = a < p, and (iii) h2 consists of powers for which 'Y = P < a. 
Then 

N t1 t2 
- =ho ._- '-- =No ·N1·N2 
h hoh1 hoh2 ' 

say, these three factors being coprime in pairs. 
Accordingly, since N(X) divides Nih, it follows that we can write 

X = X·Xo, 
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where mod,pj = Nj (j = 0,1,2) and xo is the principal character modulo 
N. Now put 

(3.4) 

where tP1 and tP2 are the principal characters with modulo t1 and t2, re­
spectively. It is clear that (3.3) holds. 

Note that, when ho > 1, the decomposition is not unique. But N(xd 
divides tdh and N(X2) divides t2/(hoh2); subject to these conditions, the 
decomposition is unique. 

Lemma 3.3. Let N = t1t2 and assume that, for some prime factor q of 
N, 

(3.5) 

Write 
(3.6) 

Then 

h'=qh (,8~a-2), h'=h (,8=a-l), h'=h/q (,8~a). (3.7) 

Now assume that both h and h' divide N / N(X), where X has modulus 
N. Then 

N(X) divides N/{h, h'}, 

where {h, h'} is the least common multiple of h and h'. 
Further, let X be factored as in Lemma 3.2 in the form 

X = X1X2 = X~X;, 

(3.8) 

(3.9) 

where Xl, X2, X~ and X; have moduli tt, t2, tdq and qt2, respectively. 
Let tP1, tP2, tPL and tP~ be the principal characters to the same moduli, and 
write 

(3.10) 

where mod €q is a power of q and mod fO is the greatest factor of N 
prime to q. 

Then there exist primitive characters TJ1 and TJ2 such that N(TJl)ltl, 
N(TJ2)1t2 and N(TJt)N(TJ2) is prime to q, for which 

Xl = fqTJ1tP1' X2 = TJ2tP2 (,8 ~ a - 2), 

X~ = €qTJI tP~, I tP' X2 = TJ2 2 (,8 ~ a - 2), 

Xl = fqTJltP1' X2 = TJ2tP2 (,8 = a-I or a), 

X~ = TJltP~, X; = €qTJ2tP; (,8 = a-I or a), 

Xl = TJ1tPl' X2 = fqTJ2tP2 (,8 ~ a + 1), 

X~ = TJltP~, X; = fqTJ2tP; (,8 ~ a + 1). 
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Proof: By considering the different cases, (3.7) is easily established and 
(3.8) follows from the fact that {h, hi} must divide N/ N(xJ The remainder 
of the Lemma is obvious when f:q is a principal character, so that we now 
assume that this is not the case. 

Because ofthe principal characters tP1 and tP2 in (3.4), we confine our at­
tention to the characters tPOtP1 and tP2, noting that their moduli are coprime. 
It is easily checked that, when f3 ~ cr, qJ mod tP2, so that f:q must occur 
as a factor of tPOtP1 and therefore of Xl; but if f3 > cr, then qJ mod tPOtP1 
and so f:q is not a factor of tPOtP1. A similar situation holds in all the other 
cases. Observe that the characters '11 and '12 are the same throughout. 

4. Eisenstein Series 

By Theorem 5.1.2 of [4], the general Poincare series of weight k > 2 and 
character X for f is defined by 

GL(Z, m,x) = L: X(T)(LT: z)-ke{(m + KL)LT(z)/nd, (4.1) 
Te'RL 

where L E f(l) and L : z = Cz + D. Here 'RL is an arbitrary right 
transversal of the group < -I, L-1UnL L > generated by -I and L-1unL L 
in f; G L depends, of course, on k but we suppress this dependence since 
k is constant throughout. In order that GL may not vanish identically, we 
require that X( -1) = (_l)k. 

The series (4.1) is an Eisenstein series if and only if m = KL = 0 and 
then takes the value 1 at the cusp L-1 oo. If L1 - L2, it is easily seen, for 
example by Lemma 3.1 of [5], that 

where S is given by (2.6). 

Lemma 4.1. Let 

where div L1 = T1, div L2 = T2 and write 

Then Ll - L2 iEand only iETI = T2 = tl (say), and 

(4.2) 

(4.3) 

(4.4) 
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where, as usual, N = tlt2 and h = (tll t2)' Moreover, when (4.4) holds and 
also h divides N/N(X), then 

X(S) = X(L 1 )X(L2), (4.5) 

where S is given by (2.6) and 

X(Lj) = Xl(Dj)h(Gj) (j = 1,2), 

where Xl and X2 are defined as in Lemma 3.2. 

(4.6) 

Proof: Write rl rf = r2r~ = N. Then it is easily seen that S = Ll lUr L2 E 
r if and only if 

rqqrlr2 == r2C~Al - rlCfA2 (mod N), (4.7) 

from which we deduce that rtir2qAl and therefore, as Ll E r(I), rllT2q. 
This is equivalent to T~IT{q, and therefore, since (T~,q) = 1, we have 
r~lr{. Similarly r{IT~ and therefore Tf = r~ and Tl = r2. The congruence 
(4.7) now becomes 

rC~C~tl == AIC~ - A2C~ (mod t2) 

and this is soluble if and only if (4.4) holds. We then have, by (2.2), 

0= AlD2 - ClB2 - rCID2 

== AlD2 - ClB2 - C2D2rC~C~tl (mod N), 

where qC2' == 1 (mod t2)' From this we deduce that 

0== AlD2 (mod tl)' 0 == qq (mod t2)' 

This gives 
X(S) = X(o) = Xl(AlD2)X2(C~C2)' 

from which (4.5) follows by (4.6). 
Observe that the definition (4.6) agrees with the existing meaning of x( L) 

when L E r, since then tl = Nand t2 = 1. 
It follows from Lemma 4.1 that each cusp class is associated with a unique 

divisor tl of N. 

Lemma 4.2. The number of different cusp classes [L] of divisortl is ¢J(h), 
where ¢J is Euler's function and h = (tl, t2)' A representative set of such 
classes is the set of matrices wut1 , where u runs through a set of ¢J( h) 
different integers prime to t2 and such that no two different values are 
congruent modulo h. 

Proof: From (4.4) and (2.9) it follows that, if div L = tl, then L ,.... wut1 , 

if and only if u == CID (mod h) and we note that (CID, h) = 1; u is 
necessarily prime to t2. 

We write K(tt} to denote a set of ¢J(h) numbers u satisfying the conditions 
stated in the enunciation of the lemma, and call it a cusp index set (of 
divisor td; so clearly is qK(tt) for any q prime to t2. 
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Lemma 4.3. The number of incongruent cusps for r is 

u(N) = E <p(h) (h = (tl,t2))' (4.8) 
tllN 

The number of unbranched incongruent cusps for r is 

u(N,X) = <p(h ). (4.9) 
tllN 

tl unbranched 

The result (4.8) is knownj see [1, p.240] or [7, p.102]. Clearly u(N, X) is 
the number of essentially different Eisenstein series for r of weight k > 2. 
For unbranched L we now define 

G(L, Xj z) = G(L, X)(z) = X(L)GL(Z, 0, X). (4.10) 

We have 

Lemma 4.4. For each L in an unbranched cusp class [LJ, G(L, Xj z) takes 
the same value. 

This is clear from (4.2) and (4.6). 
We write &(X) for the subspace spanned by the u(N, X) linearly indepen­

dent Eisenstein series in M(X). Since Petersson's inner product (/, g) can 
be defined whenever fg is a cusp form, it follows that &(x) is orthogonal to 
C(X), by Theorem 5.2.2 of [4], which also remains valid when the cusp form 
f occurring in the enunciation is replaced by GK(Zj mj r, k, v), provided 
that K f L. Thus the u(N, X) different Eisenstein series are orthogonal in 
pairs. 

We also write &(X, tt) for the subspace of &(X) generated by those G(L, X) 
for which div L = tt, where tl is unbranched. All these spaces depend, of 
course, on the weight k. 

5. Heeke operators 

For any f E M(x) we have 

d 

flTn = nK E Ex(a)fIJdW J;-1 
ad=n r=1 

where n E IN, and for any m E IN, 

1 
K = 2'k-l, 

(5.1) 

(5.2) 
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the Hecke stroke operator on the right of (5.1) being defined by (2.5). 
Similarly, when n is composed entirely of prime factors of N, 

n 

flT~ = nKLfIJ;lW-rN = fIHNTnHi/, (5.3) 
r=l 

where HN is the Fricke involution 

(5.4) 

otherwise, we have 

f I T~ = x(n)fITn when (n, N) = 1. (5.5) 

On the Hilbert Space C(X), T: is the adjoint operator to Tn, but it also 
acts on M(x) and, like Tn, maps M(x) into itself. Moreover, since 

we also have 

TmTn = L dk-1X(d)Tmn/tP' 
dl(m,n) 

T~T; = L dk-1X(d)T;n/tP 
dl(m,n) 

for any positive integer m and n. 

(5.6) 

(5.7) 

Because of the multiplicative properties (5.6) and (5.7) it is only necessary 
to define Tn and T: when n is a prime p. Thus, for example, 

and 
p 

f(z) IT; = pK L f(z)IW- rN/p J;1 (piN). (5.9) 
r=l 

See, for example, [5] or [6]. 

Lemma 5.1. Each of the spaces C(X) and &(X) is invariant under the 
operators Tn and T: (n E IN). 

Proof: This is well known for C(X). Moreover, if f E &(X) and g E C(X), 
then 
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as is easily verified, for example, by Theorem 6.1 of [6]. Hence (fITn, g) = 0, 
and (fl~, g) = 0, similarly. This completes the proof. 

We now investigate the action of Heeke operator on Eisenstein series. By 
Theorem 9.3.1 of [4] we deduce that, when (n, N) = 1 and I(L = 0, 

GL(Z, 0, X) I Tn = ~)n/d)k-lGR.L.(Z, O,X), (5.10) 
din 

where 

RoLn = (:~~ ~~), (5.11) 

and ala == dId == 1 (mod N). 
When div L = tt, then div RoLn = tl, and, by (4.6) 

X(RoLn) = Xl(a)X2(d)x(L) (5.12) 

for unbranched tl. Hence we have 

Theorem 5.2. let L be unbranched with divisortl' Then for (n,N) = 1, 

G(L, Xi z) I Tn = 1: Xl(a)X2(d)ak- IG(RoLn, Xi z). (5.13) 
n=od 

It follows that E(X, tt} is invariant under the operator Tn for (n, N) = 1. 

Now let f be any character modulo h, where h = (tt, t2)' For unbranched 
tl put 

/f(Z,tt} = 1: f(U)G(Wtltl,XiZ). (5.14) 
tle~(tl) 

Note that, for L = Wtlt 1 , RoLn "" WOdltltl and observe that adIK(tt} is 
also a cusp index set of divisor tl' Hence, for (n, N) = 1, 

/f(Z, tl) I Tn = 1: f(U) 1: Xl(a)X2(d)ak- IG(RoLn, Xi z) 
tle~(tl) n=od 

= 1: XI(a)f(ald)X2(d)ak - 1 1: f(uadt}G(RoLn, Xi z) 
n=od tle~(tl) 

(5.15) 
n=od 

Thus /f(Z, tl) is an eigenform for the operator Tn when (n, N) = 1, the 
corresponding eigenvalue being 

'\(ni tt, f, X) = 1: ak- IXl(a)X2(d)i(a)f(d). (5.16) 
n=od 

To elucidate the comment in the third paragraph of §1, it may be noted 
that I take Xli and X2f to correspond to Heeke's characters Xl and X2, so 
that their product is X as he claimed. 
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Theorem 5.3. Let tl be unbranched. Then the space &(t!,X) is spanned 
by the ¢(h) eigenforms If(Z, tl) defined by (5.14), where ( runs through the 
characters modulo h. 

Proof: The linear independence of the functions If is clear, since the series 
G(WUt1 ,X) in (5.14) are linearly independent: 

Note that, although the ¢(h) Eisenstein series on the right of (5.14) are 
mutually orthogonal, this is not the case for the functions If' since the inner 
product of any pair of them cannot be defined. 

6. Behaviour at cusps 

Let I E M(x) and L E r(I). We consider the bahaviour of I at the cusp 
L- loo and, for convenience, write M = L-l. Let 

IM(Z) = l(z)IM = I(Mz)(M: z)-l:. (6.1) 

The value of I at the cusp Moo is defined to be 

V(f, M) = lim IM(Z). 
z-oo 

(6.2) 

Lemma 6.1. (i) If M200 = Mloo, then 

V(f, M2) = V(f, Ml)' 

(ii) If Ll '" L2, where LIMl = L2M2 = I, then M2ur Mil = S E r for 
some r E 7l and 

V(f, M2) = x(S)V(f, Md· 

(iii) IfGdz) = GL(Z, 0, X), then 

-1 { 1 V(GL,L ) = 0 

Moreover, if K.L = 0 and K '" L, then 

if K.L = 0, 
if K.L:I o. (6.3) 

V(G(K, X), L- l ) = V(G(L, X), L- 1) = X(L). (6.4) 

Proof: Parts (i) and (ii) are straightforward from (6.1) and (6.2). From 
the series definition (4.1) of GL (6.3) follows, and from (4.10) we deduce 
(6.4). 

Lemma 6.2. Let FE &(X). Then 

F(z) = LX(L)V(F,L- 1)G(L,X;z). (6.5) 
L 

where the summation is over a set of u(N, X) incongruent unbranched ma­
trices L. 

This follows from (4.10) and Theorem 5.1.3 of [4]. 
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7. The action of the operators Tq for q I N 

Suppose that I is any member of £(x) and let q be a prime divisor of N. 
Write 

Q = to, 1,,,,, q-l}, Q* = {I, 2, "', q-l}. (7.1) 

We examine the behaviour of IITq at an unbranched cusp L-loo, where 
L E r(I). Without loss of generality we may take 

(7.2) 

where tl = div Land (u, t2) = 1. 
Write J = Jq and put 

Fq(z) = I(z) I Tq = ! L I(JUn z). 
q neQ 

(7.3) 

Then Fq E £(x) and we are interested in finding V(Fq, L-l). 
For each n E Q we define a matrix Ln E r(l) by 

JUnL- l = L;;lJUm • (7.4) 

where we attempt to choose m E Q so that Ln E r(I). By (7.4) we have 

L - (1 + mutl bn ) 
n - uqtl 1 - nutl ' (7.5) 

where 
qbn = m(1 - nutt} - n. (7.6) 

We distinguish various cases: 
(i) When qltl, we can take m = n so that bn E 'll and therefore Ln E r(I). 

If (a) q/t2 the div Ln = tl, while (b) if qlt2 then div Ln = qtl' 
(ii) Suppose that qJtl. We have 

utlqbn = (1 + mutt)(1 - nutt) - 1. 

Thus (a) if nutl t 1 (mod q) we can choose m E Q to make bn E 'llj observe 
that the corresponding value of m satisfies the congruence mutl t -1 
(mod q) and that div Ln = qtl. 

However, if (b) n = nu , where nuutl = 1 (mod q), then it is not possible 
to choose m E Q in such a way as to make bn an integer. Observe that 
nu =1= O. In this case we write 

(7.7) 

and take 

ZL = (ut -;u) (7.8) 

so that ZL E r(l) and div ZL = tl' 
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Lemma 7.1. (a) If, for some n E Q, Ln E f(l), then 

. f(JUn L-1z) -1 
z~~ (L-1: z)k = V(f, Ln ). (7.9) 

(b) Suppose that qJt1 and that n = nu is defined by (7.7). Then 

. f(JUn L-1 z) k -1 

z~~ (L-1: z)A: = q V(f, ZL ). (7.10) 

Proof: (a) Write ( = JUmz and note that 

L-1 : z = 1- ut1z = L;;1 : (, 

so that the left-hand side of (7.9) is 

1. f(L;:;1() 
1m 1 . 

(-+00 (L;:; : ()k 

We deduce (7.9). 
(b) Write ( = qz and observe that 

JUnL-1 = qZi 1J- l 

and that 
Zil : ( = q - utl(. 

Hence the left-hand side of (7.10) follows. 

Theorem 7.2. Let f E t:(X) and let Fq be defined by (7.3), where qiN. 
Then Fq E t:(X) and, if L is given by (7.2) and is unbranched, then 

and 

Proof: We have 

Fq(L- l z) = ! L f(JUn L-1 z) 
q nEQ 

and the theorem follows by Lemma 7.1. 
As a corollary we have 

(7.11) 
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Lemma 7.3. Let N = 1'11'2 and suppose that 1'1 is unbranched for X and 
that qlN.Then 

E(x,rt} I Tq C E(X, rt} $ E(X, rt!q) , 

where E(X, rt!q) is the zero space if either qJ 1'1 or rt!q is branched. 

Proof: Suppose that J E E(x,rt}. Take t1 to be any divisor of N other 
than 1'1 or rt!q and let div L = t1' Then, since Ln and ZL have divisors 
equal to t1 or qt1' it follows that all the terms on the right of (7.11) and 
(7.12) are zero, and the result follows. 

We now obtain more explicit results by taking 

J(z) = G(K, X; z), (7.13) 

where 
K = W tl7'l, (v, 1'2) = 1 (7.14) 

and K is unbranched. Note that, if d 1'2, we may assume that qlv. By (7.2) 
(with t1 = 1'1 or rt!q), Lemma 6.2 and Lemma 7.3, we have 

Fq(z) = G(K,X; z) I Tq = LX(L)V(Fq, L-1)G(L,X; z), (7.15) 
L 

where the summation is taken over all u in .t(rt} u .t(rt!q), the latter 
summand being omitted if d 1'1 or if rt!q is branched. 

To evaluate V(Fq, L -1) in (7.15) we use Theorem 7.2. 
Let us consider first the case when div L = t1, where t1 = 7'1 and q/rt. 

We take L = W Ut1 , where (u, t2) = 1. Then, by (7.11) we get zero on the 
right unless div Ln = 1'1, which is case (i) (a) above; this we label as 

(1) qlrl' d 1'2; div L = div Ln = 1'1 (n E Q). 
However, if d rIt it is only the last term on the right of (7.12) that makes 
any contribution. This is case (ii) (b), which we state as 

(2) d 1'1, n = nu; div L = div ZL = 1'1. 
Next suppose that qlr1 and take t1 = rt!q, so that t2 = qr2. Put L = 

W U 7'l/q. Note that case (i) (a) does not arise; nor does case (ii)(b) if dt1. 
Thus there are two remaining cases: 

(3) q21r1; div Ln = 1'1 (n E Q), div L = rt!q 
and 

(4) qlrl' q2Jr1; div Ln = 7'1 (n:f. nu ), div L = 7't!q. 
These two cases occur only when rt!q in unbranched. 

As usual, we write h = (TIt 1'2) and, when qlTl we put 

(7.16) 

From Lemma 3.3 (with t1 = 1'1) we see that both 1'1 and Tt!q are unbranched 
when hi equals h or h/q, but Tt!q may be branched if hi = qh. 
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We define the non-negative integers a, (3 and 6 by 

where flJ is defined by (3.10). Since Tl is unbranched, it follows that 

6 S max(a,{3), 

and it is easily seen that then Tl/q is branched if and only if 

Also let 

and put 

(a = 1), 

(a ~ 2). 
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(7.17) 

(7.18) 

(7.19) 

(7.20) 

We dispose of case (2) first, as it is the simplest. By (7.12) and (7.15) 

FIJ = qJ:-1X(L)V(G(K,X),Zi1)G(L,X), 

where we have to choose L so that ZL '" K. By Lemma 4.1, we must have 
u == qv (mod h). This is uniquely satisfied modulo h, with (u, T2) = 1, by 
taking u = qv + gh, which gives L = KIJ KIJ. Thus, by (6.4) and (4.6), 

FIJ = qJ:-1X(L)X(ZL)G(L, X) 

= qJ:-1X1(q)G(KIJKIJ,X) (qJT1). (7.21) 

We now consider the three remaining cases (1), (3) and (4), where qlTl. 
We have 

FIJ = L:l + L:., 
where, by (7.15), (7.11) and (6.4), 

(7.22) 

L:l =! L: X(L) L: X(Ln)G(L,X) (qJ T2). (7.23) 
q divL=Tl neQ 

L .. ",K 

If q1T2, then El = o. 
If Tdq is branched, E· = o. As mentioned above, this can only happen 

when (7.18) holds. Otherwise we have 

L:. =! L: X(L) L:' X(Ln)G(L, X), (7.24) 
q divL=Tl/1J neQ 

L .. ",K 
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where the dash indicates that, in case (4), the term with n = nu is omitted. 
In (7.23) Ln '" K implies that 

uq == v (mod h). 

Since qJ r2, we may assume that qlv and take u = v/q. Then for each n E Q 
we have 

(7.25) 

say. Hence 

Note that, although this has been proved on the assumption that ql r2, 
it holds also when qlr2' since then X2(q) ::: O. Accordingly, 

2:1 = X2(q)G(K(O), X) (a~l,.B~O). (7.27) 

Now suppose that both rl and rdq are unbranched, so that we need to 
consider 2:*. The condition gives 

u == v(l + murl/q) (mod h). (7.28) 

Before considering the various cases we prove 

Lemma 7.4. Let Land Ln be given by (7.2) and (7.5), where tl = rl/q 
and div L = tt, div Ln = r1 and Ln E r(l). Then 

jf.B = a-lor a, 

jf .B 5: a - 2, 

if.B~a+l. 

Proof: The character (q is defined in Lemma 3.3. We have, by (4.6), 

and the result follows from Lemma 3.3. 
(a) Suppose first that qJr2, so that.B = O. We can assume that qlv and 

have to choose u modulo hi to satisfy (7.28) and to be prime to qr2. 
If a ~ 2, then hi = qh and we take 

u = v + rgh (r E Q*), (7.29) 
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which gives, for each n E Q, 

(7.30) 

Note that this together with (7.25) defines K(r) for all r E Q. We then 
have, by (7.24) and Lemma 7.4, 

By (3.8), 6 $ a - 1 and this then reduces to 

l:* = l: G(K(r), X) (7.31) 
rEQ* 

and so 

Fq = X2(q)G(K(O),X) + 2: G(K(r),X) (qJ T2,q2ITt). (7.32) 
rEQ* 

Observe that div K(O) = Tl and div K(r) = Tdq (r E Q*). We have assumed 
here that Tdq is unbranched. If that is not the case, then 6 = a and the 
analysis shows that E* = 0, as was to be expected. 

Finally, if a = 1 then hi = h and there is only one solution of (7.28) 
modulo h, namely u = v + gh, since we must have (u, q) = 1. Then, by 
(7.30),L = K(l). This holds for all n E Q with the exception of n = nv E Q, 
where 

Then we have 

By (3.8) 6 $ a so that we obtain 

Note that K(r) '" K(1) for all r E Q*. 

(6 = 1), 

(6 = 0). 

(b) Now suppose that 0 < P $ a -1, so that qlh, hlTdq and qJv. 

(7.34) 
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If 13 = a-I, then h' = hand (7.28) is solved by taking u = v and 
L = K(O) for each n E Q. We obtain 

and 6 ::; a, by (3.8). Thus, since L:l = 0, 

for 6 = a = 13 + 1, 

for 6 ::; a-I = 13. 
(7.36) 

We now assume that 0 < 13 ::; a - 2, so that h' = qh, qlh and qlTdq. 
Moreover 6::; a-I since we assume that Tdq is unbranched. From (7.28)we 
deduce that we can take 

u = v + rgh (r E Q), 

which gives L = K(r) (r E Q) and so 

Fq = E* = E G(K(r), X) (0 < 13 ::; a - 2). (7.37) 
rEQ 

(c) Finally, suppose that 13 ~ a > 0, so that h' = h/q and (7.28) gives 

u == v (mod h'). 

This determines a unique cusp class of divisor Tdq, which we may take to 
be represented by L = WVTt/q = K(O). But we have to satisfy Ln ....., K and 
this implies that 

mv2Tdq == 0 (mod h), 

and therefore m = n = O. Hence 

Note that 6 ::; f3 in either case. 
We collect these results in 

for 13 = a> 0, 

for 13 > a> O. 

Theorem 1.4. let q be a prime factor of N and let 

K - WIiTl K - WghTl - , q - , 

(7.38) 

where Tl is unbranched for X, (v, T2) = 1 and 9 is the greatest factor ofT2 
prime to q. When qJ T2 we may assume that qlv. Let 
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and let a, (3 and 6 be as defined in (7.17). Let 

Fq = G(K, X) I Tq. 

Then (i) 
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Fq=ql:-1 X1 (q)G(KqKq,X) for qJT1. (7.39) 

If (ii) qlT1 then 

Fq = L Ar(K)G(K(r), X), (7.40) 
reQ 

where the value of Ar(K) (r E Q) are given in the following table. 

Row (3 6 Ao(K) A1(K) Ar(K) (r> 1) 
1 (3 ~ a + 1 > 1 65(3 l/q 0 0 
2 (3=a>O 65(3 fq(V)/q 0 0 
3 (3=a-1 6=a n(q) 0 0 
4 (3 = a - 1 = 0 65 a - 1 n(q) qcx 0 
5 (3=a-1>0 65a-1 fq(V) 0 0 
6 0 = ,8 5 a - 2 6 5 a - 1 X2(q) 1 1 
7 0<,85a-2 65a-1 1 1 1 
8 05,85a-2 6=a n(q) 0 0 

Proof: Rows 1 and 2 follow from (7.38), rows 3-5 from (7.34,36), row 6 
from (7.32) and row 7 from (7.37). The upper bounds for 6 in rows 1, 2, 6 
and 7 are the maximum values possible when Tt/ q is unbranched. In rows 
3-5 a is the maximum value possible when ,8 = a - 1. Note also that, in 
row 3, X2(q) = 0 when ,8 > O. In row 8, Tt/q is branched and so the only 
contribution comes from 2:1 in (7.27). Further, we always have 

Fq E &(Tt/q) when,8 > O. (7.41) 

The theorem confirms the results obtained in Theorem 6.1 of [5] for m = 0, 
where N = q. 

8. The action of Tq(qIN) on the eigenforms ff(T1,q) 

We define a,,8 and 6 as in (7.17). As in §5, f: is an arbitrary character 
modulo h = (T1' T2)' We then define 'Y and p by 

q'YIIN(f:), qPIIN(f:{q), (8.1) 

for any prime q dividing N. Then, necessarily, 

'Y 5 min(a,,8), 65 max(a,,8), p 5 max(-y,6). (8.2) 

When qh we shall write TJ for a character modulo hi determined by f:; 
here hi = (Tt/q, qT2) as usual. Put 

eq(TJ) = { ~ 
Then we have 

if qCX IIN( TJ), 
if qCX I N(TJ). 

(8.3) 
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Theorem 8.1. Let Tl be unbranched for the character X and let 

If(Z,TI)= E £(V)G(W"Tl,X;Z) 
IIeK:(Tt) 

(8.4) 

as in §5, so that If is an eigenform for all the Hecke operator Tn with 
(n, N) = 1. Let q be any prime number dividing N. Then 

Here TJ = £ except that 7] = £fq when 0 < 6 ~ (3 = 0' or 0 < 6 :::; (3 = 0' - 1. 

The exceptional cases correspond essentially to rows 2 and 5 of the table. 

Proof: When q)Tl we use (7.39) and note that KqKq = WUTl where 
u = vq + gh, so that £( v) = £( U)f(q) and the required result follows. 

When qlTl it will be sufficient to carry out the proof in the following two 
cases, the other cases being similar or more straightforward. 

Let (3 = 0' > o. Then by row 2 of the table we have 

ff(Z,TdITq=! L fq(v)£(V)G(W"Tl/q,X;z) (V,T2)=1. (8.6) 
q IIeK:(T,) 

Here h' = h/q so that ¢(h) = qqa¢(h'). Note that WUTt/q ..... W"Tt/q if 
and only if U == v (mod h'). Hence in the summation we may replace v by 
v + rgh', letting r run through Q and v through K(Tt/q), excluding values 
of r such that q divides v + rgh' when 0' = 1. 

Write 7] = £fq , so that p:::; 0'. We have, since qa-1Ilh', 

L TJ(v + rgh') = qqaeq(7])7](v) 
reQ 

and so 
If(Z, TI) I Tq = qaeq(TJ)/f(Z, Tt/q). 

Note that in this case X2(q) = O. 
Let 0 = (3 ~ 0' - 2 and 6 :::; 0' - 1. Then, by row 6 of the table, 

If(Tl,q)ITq=X2(q) E £(V)G(W"Tl/q,X;Z) 
IIEK:(T,) 

(8.7) 

+ L L £(v)G(W(II+rgh)Tl/q,x;z). (8.8) 
rEQ' IIeK:(Tl) 
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Here we have qlv, since (3 = 0, and hi = qh. The first term on the right 
of (8.8) is X2(q)f(q)ff(TbZ). In the second term f(V) = feU), where U = 
v + rgh, and runs through the q,(h/) = (q - l)q,(h) residues prime to hi 
as v runs through K:( Tl) and r runs through Q*. Hence the second term 
is f,,(z, rt/q), where,., = f and can be regarded as a character modulo hi. 
The result follows since, by (8.3), we have eq(,.,) = 1 = qa; for a > 1. 

We note that, in conclusion, that in rows 3 and 8 of the table, where we 
have taken,., = f, we could equally well have taken,., = {iq, since, in either 
case eq(,.,) = O. 

When N is squarefree h = (rl' ~) = 1 and f( v) takes on the value 1 for 
all v. the results are then much simpler as shown in (8.10) below, where 
we note that ff(z,rt} =: f(z,rl) = G(WT1,X;Z). 

{ 
x2(q)f(z, rt) + (1- q-l)f(z, rt/q) 

f(z,rt) ITq = X2(q)f(z,rt) 
ql:-1Xl(q)f(z, rt) 

From this we deduce 

(qITl' qJ N(X)), 
(qITl' qIN(X)), 
(qJrt). 

(8.9) 

Theorem 8.2. Let N be squarefree and let X be a primitive character 
modulo N. Then, for each rllN. G(WT1, X) is an eigenform for all the 
operators Tn (n E IN), with eigenvalues 

A(n; rl, X) := A(n; Tl, 1, X) = L: al:-1Xl(a)X2(d). (8.10) 
n=/Jd 

Proof: Since the operators commute and, in particular, 

this follows from (8.9) and (5.16). We also note that, in this case, the 
Dirichlet series associated with G(WTl, X) is 

L(s - k + 1, Xl)L(s, X2), 

the characters Xl and X2 depending, of course on the divisor Tl. 
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Some Binary Partition Functions 

BRUCE REZNICK 

Dedicated to Professor Paul T. Bateman on the occasion of his retirement 

1. Introduction and Overview 

For d ~ 2, the d-th binary partition function, b(d; n), is the number of 
representations 

00 

n = Lfi2i, fi E {0,1, ... ,d-1}; 
i=O 

(1.1) 

the usual (Euler) binary partition function is b(oo;n) = lim b(d;n). This 
d-oo 

paper explores various arithmetic and analytic properties of the b(d; n)'s. 
For small values of d, b( d; n) is familiar: 

b(2; n) = 1 (Euler [El, p.333]), (1.2)(i) 

b(3; n) = s(n + 1) (Thm. 5.2), (1.2)(ii) 

b(4; n) = Ln/2J + 1 (Problem B2, 1983 Putnam [KAH]). (1.2)(iii) 

In (ii), s(n) denotes the Stern sequence; no other b(d; n)'s appear in [Sll. 
Euler [E2, p.288] defined b(oo; n) and computed its values for n ~ 37. 

Some recurrences for b( 00; n) and, in effect, b(2r; n) were studied by Tan­
turri [Tl,T2,T3] in the 1910s. In 1940, Mahler [M] established that 
logb(oo;n) '" (logn)2/(log4); this asymptotic estimate was refined by de 
Bruijn [B] in 1948. Knuth [K] also investigated the growth oflog b( 00; n) in 
1966, and gave some other recurrences for b( 00; n). In 1969, Churchhouse 
[C4] discussed the behavior of b(oo; n) (mod 2r). Let v2(m) denote the 
largest power of 2 dividing m. Then 2 divides b( 00; n) for n ~ 2, 4 divides 
b(oo; n) if and only if v2(n) or v2(n - 1) is positive and even, and 8 never 
divides b( 00; n). Churchhouse conjectured that, for all even m, 

v2(b( 00; 4m) - b( 00; m)) = L(3v2(m) + 4)/2 J. (1.3) 

Author supported in part by the National Science Foundation 
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This conjecture was proved by Rodseth [RS], Gupta (thrice) [Gl,G2, 
G4] and generalized by Hirschhorn and Loxton [HL] in 1976. 

The m-ary partition function is defined by replacing 2 by m in (1.1) 
and eliminating the restriction on the f;'S. Mahler and de Bruijn actually 
studied the asymptotics of the m-ary partition function. The proof of (1.3) 
was generalized to m > 2 by ROdseth, Gupta [G3], Andrews [AI] and 
Gupta and Pleasants [GP]. Restricted m-ary partition functions (fi = 0 
for i ~ t) also appeared in Gupta and Pleasants, and Dirdal [Dl,D2]. 
Analysis of their generating functions shows that they are equal to the 
number of m-ary partitions with fi < m' for all i (see Thm. 3.2(i) for 
m = 2.) A nice summary of this work can be found in Ch. 10.2 of [A2], 
and its exercises. 

Here is the plan for the rest of the paper. 
In section two, we give an infinite product representation for Fd( x), 

the generating function of b(d; n). We derive some simple relationships 
among the Fd'S and deduce the resulting recurrences on b(d; n), b(2d; n) 
and b( 00; n), which often depend on the parity of d and n. Clearly, b( d; n) 
is non-decreasing in d; the monotonicity in n depends on the parity of 
d. We show that b(2k; 2n) = b(2k; 2n + 1) < b(2k; 2n + 2) and that 
b(2k + 1; 2n) ~ b(2k + 1; 2n + 1) < b(2k + 1; 2n + 2), with strict inequality 
in the first case if n ~ k. In other words, b(2k; n) is an increasing staircase, 
and b(2k + 1; n) starts that way but eventually zigzags. By reducing Fd(X) 
in (71 /2 7l) [[x]], we show that b( d; n) is odd if and only if n is congruent to 
o or 1 (mod d). We conclude the section with an alternate interpretation 
of b(d; n), which was suggested to us by Richard Stanley. 

In section three, we discuss the special case d = 2r. We show that F2r(x) 
is rational, and that b(2r; n) is the number of partitions of n into powers 
of 2 ~ 2r - 1. We give a closed form for b(2r; 2r- 1 s + t), 0 ~ t ~ 2r - 1 - 1: 
it is a polynomial in s of degree r - 1, in fact, a linear combination of 
e+;::::~-j) 's, 0 ~ j ~ r - 1. Each such polynomial has the same leading 
coefficient, so b(2r; n) --.- (2r(r-l)/2(r_l)!)-lnr- 1. We conclude the section 
by reinterpreting some early work of Tanturri on b(2r; n). 

In section four, we consider the asymptotic growth of b(2k; n). We show 
that b(2k; n) = e(n~(2k)) for "\(2k) = log2 k (that is, there exist a > (3 > 0 
and no so that an~(2k) > b(2k; n) > (3",~(2k) for n ~ no.) We also show 
that b(2k + 1; n) is not e(n~(2k+l)) for any "\(2k + 1). (The previous result 
implies that "\(2k + 1) = log2(k + ~), so b(2k + 1; 2r) would be e«k + ~y). 
However, the recurrences imply that b(2k + 1; 2r) satisfies a monic linear 
recurrence in r with integer coefficients, and b(2k + 1; 2r) = e( rr) implies 
that r is an algebraic integer-see Cor. 1.7.) We also compute p.i(2k + 1) so 
that, for suitable ai > 0, alnI'1(2k+1) > b(2k + 1; n) > a2nl'l(2k+1). Since 
"\(2k + 2) > p.l(2k + 1) for k ~ 1 and p.2(2k + 1) > "\(2k) for k ~ 2, it 
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follows that b(d + 1; n)jb(d; n) -+ 00 for all d ~ 3. 
In section five, we use known properties of the Stern sequence to give 

more specific information about the growth of b(3; n) and b(6; n). We show 
that 1'1(3) and 1'2(3) are best possible, and that n->'(6)b(6; n) does not 
converge, even though b(6; n) = 9(n>'(6»). This is, in effect, a result of 
Carlitz [C3], which was suggested by a question of P. T. Bateman. 

We conclude, in section six, with acknowledgments and some open ques­
tions, and, in an appendix, give a table of b( d; n) for 0 ~ n ~ 32 and 
2 ~ d ~ 9 and d = 00. 

We shall repeatedly use a familiar result on linear recurrences with con­
stant coefficients, which goes back to Lagrange and Euler. 

Linear Recurrence Theorem. Suppose 

3 

p(t) = t" + C1t,.-1 + ... + c,. = tit II (t - Ai)'"i, (1.4) 
i=1 

where Cj E<C, 0 -:f Ai E<C, rj ~ 1 and the Ai'S are distinct, and suppose (xn) 
is a sequence satisfying the recurrence 

Xn+,. + C1Xn+,.-1 + ... + C,.Xn = 0, n ~ O. 

Then there exist polynomials hi, of degree ri - 1, so that 

3 

Xn = L hi(n)Af for n ~ K.. 

i=1 

(1.5) 

(1.6) 

The simplest proof of the Linear Recurrence Theorem involves generating 
functions and partial fractions; one version is in [R2]. 

Corollary 1.1. Keeping the previous notation, suppose (xn) is a real se­
quence satisfying (1.5) and for some T > 0, 0', (3 > 0 and all n ~ no, 

(1.8) 

Then T = maxlAil and p(T) = O. lfp E 7l[t], then T is an algebraic integer. 

Proof: Let M = max{IAjl}, let d = max{deghj : IAjl = M} and reindex 
so that Aj = Mfj, lejl = 1, and deghj = d precisely for 1 ~ j ~ k. Then, 
hj(n) = O'jnd + o(nd), where O'j -:f O. Finally, let 

k 

H(n) = L O'jf~. (1.9) 
j=1 
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Then by the Linear Recurrence Theorem, 

(1.10) 

If Iw I = 1, w :# I, then 

N l(wN+1 _ w)1 2 
ILwnl = < -- < 00. (1.11) 
n=l Iw -11 - Iw -11 

Since IH(n)1 $ EIO'jl = A, and 

~ IH(. )1' = (t.1aJ I') N + ft. a,ii, (t, '1'2 ) (1.12) 

= B2N +0(1), 

lim IH(n)1 ~ B > O. Thus for all f > 0, there are infinitely many n with 
n-oo 

(A + f)ndMn ~ Zn ~ (B - f)ndMn. (1.13) 

It follows from (1.8) that d = 0 and M = T. 

Suppose p(T) :# 0, then fj :# 1 for all j, and by (1.11), 

N N N k 2 
I ~ H(n)1 = It; O'j ~ fjl $ t; 11 ~~~I < 00. (1.14) 

But by (1.8), lim H(n) ~ f3 > O. This is a contradiction, so p(T) = O .• 
n-oo 

2. Basic Properties of b( d; n) 

The following infinite product formulas for the generating functions of 
b(d; n) and b(oo; n) are immediate from (1.1): 

(2.1) 

(2.2) 
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The following theorem summarizes some elementary manipulations of the 
generating functions in (2.1) and (2.2). 

Theorem 2.3. 
(i) Fd(X)Foo(xd) = Foo(x), 
(ii) F21:(X) = (1 - x)-1 FI:(x2), 
(iii) (1 - X)Fd(X) = (1 - xd)Fd(X2), 
(iv) FI:(x) = (1 - xl:)F21:(x). 

Theorem 2.3 leads to many recurrences. For convenience, we shall con­
strue b( d; n) to be 0 when n is negative. 

Theorem 2.4. 
Ln/dJ 

(i) b(oo;n)= E b(d;n-dr)b(oo;r), 
r=O 
Ln/2J 

(ii) b(2k;n)= E b(k;i), 
j=O 

k-1 
(iii) b(2k; 2n) = b(2k; 2n + 1) = E b(2k; n - i), 

j=O 
I: 

(iv) b(2k + 1; 2n) = E b(2k + 1; n - i), 
j=O 

1:-1 
(v) b(2k+l;2n+l)= Eb(2k+l;n-i), 

j=O 
(vi) b(2k; n) = b(k; n) + b(2k; n - k), 
(vii) b(2k; n) - b(2k; n - 2) = b(k; In/2J), 
(viii) b(2k + 1; 2n) - b(2k + 1, 2n - 1) = b(2k + 1; n), 
(ix) b(2k + 1; 2n) - b(2k + 1, 2n + 1) = b(2k + 1; n - k), 

Ln/kJ 
(x) b(2k; n) = E b(k; n - rk). 

r=O 

Proof: Expanding Thm. 2.3(i), we have 

00 00 00 

L b(d; m)xm L b(oo; r)xdr = L b(oo; n)xn; (2.5) 
m=O r=O n=O 

part (i) follows from comparing the coefficient of xn on both sides of (2.5). 
Similarly, Thm. 2.3(ii) expands to 

00 00 

F2k(X) = L b(2k; n)xn = (1 + x + x2 + ... ) L b(k; i)x2i , (2.6) 
n=O i=O 
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which implies (ii). Thm. 2.3(iii) is equivalent to: 

00 00 

Fd(X) = E b(d; n)xn = (1 + x + ... + X d- 1) Eb(d; i)x2i • (2.7) 
n=O i=O 

The term xn occurs on the right when n = j + 2i, where 0 ~ j ~ d - 1, so 
b(d; n) is the sum of those b(d; n - j)'s in which n - j is an even integer. 
Parts (iii) through (v) arise by considering the varying parities of d and n. 
We obtain (vi) by writing out Thm. 2.3(iv). Finally, (vii), (viii), (ix) and 
(x) result from iterating (ii), (iv), (v) and (vi). I 

Several comments about these recurrences are in order. Since b( 00; 0) = 
1, we could use Thm. 2.4(i) to define b(d; n) recursively. Also, when r = 2, 
this becomes (by (1.2)(i)), 

b(oo; n) = b(oo; 0) + ... + b(oo; Ln/2J), (2.8) 

This equation is in Tanturri [T2], but also follows easily from 

b(oo; n) = b(oo, n - 2) + b(oo; Ln/2J), (2.9) 

which is implicit in Euler [E2]. Church house iterated (2.8) to express 
b( 00; 2r n) in terms of {b( 00; j) : 0 ~ j ~ n}, and generalizations of this 
idea represent much of the literature on binary (and m-ary) partitions. 

There are combinatorial proofs for many of these recurrences. For exam­
ple, iffj E {0, ... ,2k-l}, then fj = 2vj +7]j, where Vj E {O, ... ,k-l} 
and 7]j E {O, I}. So, n = Efj2j = 2(EVj2j) + (E7]j2j ), and for every 
partition n = 28 + t, there are b(k; 8) . 1 ways of writing 8 = E vj2j and 
t = E 7]j 2j ; this proves (ii). 

We turn to the monotonicity properties of b(d; n). 

Theorem 2.10. 
(i) b(d; n) ~ b(d + 1; n), 
(ii) 1 ~ b(d; n), 
(iii) b(d;n)=b(oo;n)ifd>n, 
(iv) b(d; n) = b(oo; n) - b(oo; n - d) ifn ~ d> n/2. 

Proof: Any solution of (1.1) satisfies 0 ~ fi ~ d - 1 ~ d, whence (i); (ii) 
follows by induction and (1.2)(i). For (iii) and (iv), we use Thm. 2.4(i): 

b( 00; n) = b(d; n)b( 00; 0) + b(d; n - d)b( 00,1) 

+ b(d; n - 2d)b(00; 2) +... . (2.11) 

Recall that 6(00; 0) = 6(00; 1) = 1. If d > n, then (2.11) implies (iii), if n 2: 
d> n/2, then b(oo; n) = b(d; n)+b(d; n-d), but 6(d; n-d) = 6(00; n-d) by 
(iii) since d > n - d, thus (iv). These can also be proved combinatorially .• 
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Theorem 2.12. 
(i) b(2k; 2n) = b(2k; 2n + 1), 
(ii) b(2k; 2n) > b(2k; 2n - 1), 
(iii) b(2k + 1; 2n) > b(2k + 1, 2n - 1), 
(iv) b(2k+ 1;2n) ~ b(2k+ 1,2n+ 1), with''>'' ifn ~ k. 

Proof: Parts (i), (iii) and (iv) follow from Thm. 2.4(iii), (viii) and (ix). 
For (ii), Thm. 2.4(vii) implies that 

b(2k; 2n) - b(2k; 2n - 1) = b(2k; 2n) - b(2k; 2n - 2) = b(k; n). I (2.13) 

The generating functions allow us to determine the parity of b(d; n). 

Theorem 2.14. 

b(d; n) == 1 (mod 2) ¢=::} n == 0, 1 (mod d) 

Proof: We reduce (2.1) (mod 2), viewing Fd(X) as an element of 
(7l /2 7l)[[x]]: 

Since f1(I+x2j ) = (1-x)-1 == (l+x)-1 in (7l/27l)[[x]], (2.15) becomes 

00 1 + L b(d; n)xn = 1 + :d == (1 + x)(1 + xd + x2d + ... ). I (2.16) 
n=O 

This is consistent with (1.2): b(2; n) = 1 is always odd; b(3; n) is even when 
n is a multiple of 3 (Stern); b(4; n) is odd when Ln/2J is even. There is a 
vaguely similar formula for any prime p, based on the identity (tp(x))P = 
tp(xP) for tp E (7l /p 7l)[[x]]. Theorem 2.3(i) implies that: 

Fp(x)(Foo(x))P-1 == 1 (mod p). (2.17) 

Let v( m) denote the number of 1 's in the usual (unique) binary repre­
sentation of m. Richard Stanley [S2] has made the following interesting 
observation to the author. 

Theorem 2.18. Suppose w is any primitive d-th root of unity. Then, 
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where the sum is taken over all (ordered) sums n = mi + ... + md-i' 

Proof: For all z, 
00 00 

L zl1(n)zn = IT (1 + zz2\ (2.20) 
n=O j=O 

Since w is a primitive d-th root of unity, 

d-i 

1 + z2; + z2.2; + ... + z(d-i).2; = IT (1- wl z 2\ (2.21) 
l=i 

hence by (2.1), (2.20) and (2.21), 

00 

Fd(Z) = IT (1 + z2; + z2.2; + ... + z(d-i)'2;) 

j=O 

00 d-i d-i 00 
(2.22) 

= IT IT(1-wl z 2;) = IT L(_wl )l1(m)zm, 

j=Ol=l l=lm=O 

from which (2.19) follows. I 

Let d = 3 and w = exp(411'i/3). Then f: = -w = exp(1I'i/3) is a primitive 
sixth root of 1, as is -w2 = c i ; we have (mi' m2) = (j, n - j), and 

n 

b(3; n) = L (11(j)-I1(n-j). (2.23) 
j=O 

It follows that the positivity of b(3; n) reflects upon the distribution of 
{v(j) - v(n - j)} (mod 6). 

3. The Case d = 2r 

If d = 2r , then the infinite product in (2.1) telescopes: 

(3.1) 
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Theorem 3.2. 
(i) b(2r; n) is the number of partitions ofn into 1, 2, 22, ... , 2r - 1 . 

2r - 1 

(ii) L (-I)v(j)b(2r; n - j) = 0 for n ~ 1. 
;=0 

Ln/2 r J 
(iii) b(2r+3;n)= L b(2r;n-j.2r)b(23;j). 

;=0 

Proof: 
(i) This is immediate from (3.1). 
(ii) Note that 

r-1 2r_1 
(F2r(z))-1 = II (1- z2j ) = I) _1)v(k)zk, (3.3) 

;=0 k=O 

(c.f. (2.20)); (ii) follows upon multiplying both sides of (3.3) by F2r(Z). 
(iii) Manipulation of (3.1) (or iteration of Theorem 2.3(ii) with k = 2') 
shows that F2r+.(Z) = F2r(z)F2.(z2r), which leads directly to (iii). I 

We remark that (i) connects b(d; n) with the literature on restricted bi­
nary partitions. We may use (ii) with the Linear Recurrence Theorem to 
describe a closed form for b(2r; n). By (3.3), (1.6) holds with the Ai'S equal 
to the 2U-th primitive roots of unity, 0 ~ u ~ r - 1; for such a Ai, hi has 
degree r -1- u (see Thm. 3.6.) Finally, if r or 8 equals 1, then (iii) reduces 
to Thm. 2.4(ii) or (x). A version of (iii) seems to be in [T2,T3j. 

We now introduce an important reparameterization for b(2r; n). For 0 ~ 
t ~ 2r - 1 - 1, let 

(3.4) 

Using our recurrences, it is easy to compute I(r; t) for small r: 

1(1,0)(8) = b(2; 8) = 1, (3.5)(i) 

1(2,0)(8) = b(4; 28) = 1(2,1)(8) = b(4; 28 + 1) = 8 + 1, (3.5)(ii) 

1(3,0)(8) = b(8; 4s) = 1(3; 1)(s) = b(8; 4s + 1) = (s + 1)2,(3.5)(iii) 

1(3, 2)(s) = b(8; 4s + 2) = 1(3; 3)(s) = b(8; 4s + 3) = (s + 1)(s + 2). 
(3.5)(iv) 

Theorem 3.6. For all r ~ 1, 0 ~ t ~ 2r - 1 - 1, and s ~ 0, 

s+r-l-J r-2 ( .) 
l(r,t)(8) = [;a;(r,t) r-l ' (3.7) 
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where the aj (r, t) 's are defined recursively by 

ao(l,O) = ao(2, 1) = 1, (3.8)(i) 

I: 2r - 1 _l 

aj(r + 1, 2k) = aj(r + 1, 2k + 1) = L aj(r, t) + L aj_l(r, t), (3.8)(ii) 
f=O f=l:+l 

and we take a_l(r, t) = a,._I(r, t) = 0 in (3.8)(ii) when appropriate. 

Proof: Clearly, (3.7) holds for r = 2j assume it holds for r. Theorem 
2.4(ii), rephrased and applied to b(2,.+l j 2"s+t) = f(r+ 1,t)(s) gives: 

2 r - 1,+1: 
fer + 1, 2k)(s) = fer + 1, 2k + l)(s) = L b(2"; i) 

i=O (3.9) 
I: , 2r - 1 _l,_1 

= LLf(r,t)(u)+ L Lf(r,t)(u), 
f=Ou=O f=l:+l u=O 

By the induction hypothesis and a familiar binomial identity, we obtain: 

(3.10) 

It follows from the last expression and (3.8)(ii) that (3.7) holds for r+ 1. I 

Since ao(r,t) = b(oo;t), it seems u,nlikely that there is a closed-form 
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expression for the aj(r, t)'s. We can rephrase (3.5) in these terms: 

/(1, O)(s) = (~), (3.11 )(i) 

( s+ 1) /(2,0)(s) = /(2, 1)(s) = 1 ' (3.11 )(ii) 

(s + 2) (s + 1) /(3,0)(s)=/(3;1)(s) = 2 + 2 ' (3.11 )(iii) 

(S+2) /(3,2)(s)=/(3;3)(s) =2 2 . (3.11)(iv) 

Corollary 3.12. 
(i) For r ~ 1, /(r, t)(s) is a polynomial in s of degree r - 1 with leading 
coefficient 2(r-l)(r-2)/2{(r_l)!}-1. 

( ii) 
r b(2r; n) 1 
n~~ nr- 1 = 2r(r-l)/2(r -1)" 

Proof: 
(i) Each ('+~:::~-j) is a polynomial in s of degree r-l with leading coeffi­

cient {(r-l)!}-l. An easy induction shows that Ej aj(r, t) = 2(r-l)(r-2)/2. 
(ii) Let u = r-l and fix t. For n E {2r- 1s+t: 0 ~ s < co}, we have 

Since u(u - 1)/2 - u2 = -r(r -1)/2, (3.13) implies that (ii) holds for n in 
every sequence {2r - 1s + t}, and so for n in general. I 

One can also prove (ii) by looking at the coefficient of (I - z)-(r-l) in 
the Laurent series for F2r (z) at z = 1. 

A. Tanturri wrote a series of papers [T1,T2,T3] during World War I 
on binary partitions. His formulas are written in the now obscure symbolic 
notation of Peano, and, perhaps, have not become generally known for that 
reason. In [T2], he defines D{2r; n) to be the number of partitions of n into 
powers of 2 such that the largest is 2r. There is a clear bijection between 
these partitions and the partitions of n - 2r with parts taken from the set 
{I, 2, ... , 2r}. Thus, by Thm. 3.2{i), 

(3.14) 

(This also follows from D(2r; n) = b{2r+lj n) - b{2rj n) and Thm. 2.4(vi).) 
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Proposition 3.15. (Tanturri) 

(Xl (Xl 

( i) L D(21'; n) = L b(21'+1; n - 21') = b( 00; n), 
1'=0 1'=0 

(Xl (Xl 

(ii) L(-I)I'D(21';n)=L(-I)I'b(21'+1;n-21')=O for n~l. 
1'=0 1'=0 

Proof: Since every binary partition of n ~ 1 contains a largest power of 2, 
(i) is immediate. For (ii), let E(21'; n) denote the number of partitions of n 
into powers of 2, in which 21' is the largest power and occurs exactly once. 
By replacing the unique 21' with two 21'-1's, we obtain a partition of n in 
which the largest power is 21'-1, which occurs more than once. Conversely, 
in any such partition, two 21'-1's may be coalesced into one 21'. Thus, for 
r> 1 E(21'· n) = D(21'-1. n) - E(21'-1. n) and for n > 2 -" , , , - , 

(Xl (Xl 

L( -1)" D(21'; n) = L( -1)I'(E(21'; n) + E(21'+1, n)). (3.16) 
1'=0 1'=0 

Since E(21'; n) = 0 for r > log2 n, the sum in (3.16) converges; since 
E(I; n) = 0 for n ~ 2, the sum is zero. I 

4. The Growth of b( d; n) 

In this section we discuss the growth of b( d; n) as n -+ 00; there is a 
dichotomy depending on the parity of d. We have seen that b(21'; n) '" 
c· nl'-1. This generalizes partially to b(2k;n) = e(nlog~A:), but no such 
relation holds for b(2k + 1; n). These results were announced in [Rl]. 

Here is a sketch of the argument. We define intervals II' = II'(d) so that, 
if 2n, 2n + 1 E 11'+1, then n - jEll" 0 ~ j ~ (d - 1)/2. We then use the 
recurrences of Thm. 2.4 (iii), (iv), (v) to estimate b(d;n) on 11'+1 in terms 
of b( d; n) on II'. Finally, we turn these estimates into bounds in terms of 
nA• We need two straightforward lemmas. 

Lemma 4.1. For r ~ ro = nog2 d], let II' = Ir(d) = [21' - (d _1),21'+1]. If 
2n or 2n + 1 belongs to 11'+1, then n - j belongs to II' for 0 ~ j ~ (d - 1 )/2. 

Proof: By hypothesis, n ~ 21'+1 and 

n - j ~ 21' - (d - 1)/2 - j ~ 21' - (d - 1). • (4.2) 
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Lemma 4.3. Suppose there exist 1'1, 1'2, (J, T > 0 so that for n E 11" 
r ~ ro, 

( 4.4) 

Then there exist new constants Ci > 0 so that for all sufficiently large n, 

C nlog, f1 > b(d' n) > C nlog, l' • 1 _, _ 2 (4.5) 

Proof: If r ~ ro + 1, then 21' - (d - 1) 2:21'-1, so if n E 11" then 21'+1 2: 
n 2: 21'-1. Since p = (2r )log, P for any p > 0, it follows that 

pnlog,p = (2n)log1 P 2: (2r )log,p 2: (n/2)log,p = p-1 nlog1 P• (4.6) 

Thus, (4.6) with p = (J and T, and (4.4) combine to give (4.5). I 

Theorem 4.7. For all k 2: 1, b(2k; n) = 8(nA(2k)), where 

Proof: We must find 0' and j3 > 0 and no so that 

O'nA(2k) 2: b(2k; n) ~ j3n A(2k), n 2: no. 

(4.8) 

(4.9) 

By Lemma 4.3, it suffices to show that for r ~ ro there exist 1'i > 0 so that: 

Let 
M(2k; r) = max{b(2k; n) : n E Ir }, 

m(2kj r) = min{b(2kj n) : n E I r }. 

(4.10) 

(4.11)(i) 

(4.11 )(ii) 

In Thm. 2.4(iii), if the argument on the left hand side comes from 11'+1, 
then the arguments on the right hand side come from 11' by Lemma 4.1. 
Thus, for n E 11'+1: 

kM(2kj r) 2: b(2kj n) 2: km(2kj r). (4.12) 

Taking the maximum and minimum in (4.12) for n E 11'+1, we have 

kM(2k;r) 2: M(2k;r+ 1), 
m(2k; r + 1) 2: km(2k; r). 

It follows from (4.13) that, for n E 11" 

M(2kj ro)kr - ro 2: M(2kj r) 2: b(2kj n) 2: m(2kj r) 

2: m(2k; ro)kr - ro . 

( 4.13)(i) 

( 4.13)(ii) 

(4.14) 
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This is an inequality of shape (4.10), which completes the proof. I 

One fundamental difference between the even and the odd case is that, 
in Thm. 2.4(iv) and (v), the number of terms in the recurrences for 
b(2k + 1; 2n) and b(2k + 1; 2n + 1) depend on the parity of nand k. The 
proof of the following theorem is quite oblique, and a more direct proof 
would be desirable. 

Theorem 4.15. There do not exist v, a and f3 > 0 so that for n ~ N, 

(4.16) 

Proof: Suppose to the contrary, that (4.16) holds, and let 

N-l 

R = L b(2k + l;j). ( 4.17) 
j=O 

Then by Thm. 2.4(ii), for n ~ N, we would have 

n n n 

R+ a L j" ~ L b(2k+ l;j) = b(4k+ 2;2n) ~ R+ f3 L j". (4.18) 
j=N j=O j=N 

By the usual estimates for L,j", (4.18) implies that, for suitable constants 
Ci and sufficiently large n, 

In view of Thm. 4.7, it follows that 

v + 1 = A(4k + 2) = log2(2k + 1). (4.20) 

Thus, for t sufficiently large, (4.16) and (4.20) imply that 

a( k + ~)' ~ b(2k + 1; 2') ~ f3( k + ~)t. (4.21) 

Let M = M2J:+1 = [mij], 0 $ i, j $ 2k denote the matrix in which 

mij = 1 if ri/21 $ j $ li/2 J + k, mij = 0 otherwise. (4.22) 

Thus, the even rows of M contain a block of (k + 1) l's and the odd rows 
contain a block of k 1 's, and these blocks sidestep their way from northwest 
to southeast. Define the (2k + I)-column vector \It by: 

\It = (b(2k + 1; 2t ), b(2k + 1; 2' - 1), ... , b(2k + 1; 2' - 2k)f. (4.23) 
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Then by construction, and Thm. 2.4 (iv), (v), 

( 4.24) 

Hence for t ;::: 0, 
(4.25) 

Let 
p(t) = det[xI - M] = x21:+1 + CI x2k + ... + C21:+1 (4.26) 

denote the characteristic polynomial of M. Then p E 7l[x] and, by the 
Cayley-Hamilton theorem, p(M) = 0. Thus, for t ;::: 0, 

Mt+21:+1 + cl Mt+2k + ... + C21:+1 Mt = 0. (4.27) 

It follows from (4.25) that for t ;::: 0, 

vt+21:+1 + CI vt+2k + ... + C21:+I vt = (0,0, ... , of. (4.28) 

Let Xt = b(2k + 1; 2t); taking the first component of (4.28), we obtain 

Xt+21:+1 + CIXt+2k + ... + C21:+IXt = ° for t ;::: 0. (4.29) 

That is, (1.5) holds for (Xt). But by Cor. 1.7, (4.21) and (4.29) imply that 
k + ! is an algebraic integer. This contradiction completes the proof. I 

In any event, the monotonicity of b(d; n) in d implies that, for suitable 
constants and sufficiently large n, 

We can improve on (4.30) by using a lemma, which we do not give in its 
greatest generality. 

Lemma 4.31. Suppose M = [aij] is a real 2 x 2 matrix, aij > 0, with 
eigenvalue A > 0, and associated eigenvector (VI, V2), Vi > O. Suppose for 
all r ;::: 0, the sequences (f;(r)) and (h;(r)) satisfy the inequalities: 

h(r) ;::: h(r) > 0, 

h(r + 1) :$ al1h(r) + a21h(r), 

h(r + 1) :$ aI2h(r) + a22h(r); 

h1(r) ;::: h2(r) > 0, 

hl(r + 1) ;::: al1hl(r) + a2Ih2(r), 

h2(r + 1) ;::: a12h1(r) + a22h2(r). 

( 4.32)(i) 

( 4.32)(ii) 

( 4.32)(iii) 

( 4.33)(i) 

( 4.33)(ii) 

( 4.33)(iii) 
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Then there exist C > 0 and c' > 0 so that for all r ~ 0, 

CAr ~ h(r) ~ her), 
hl(r) ~ h2(r) ~ C'A". 

(4.34) 

(4.35) 

Proof: First, we take the (Vl' V2) linear combination of (4.32)(ii) and (iii), 
which preserves the inequality. Since (Vb V2)T is an eigenvector, 

vlh(r + 1) + v2h(r + 1) 
~ (vlall + V2al2)h(r) + (vla2l + V2a22)h(r) (4.36) 

= A(vdl(r) + v2h(r)) 

Since her) > 0, (4.36) iterated r times implies that 

vlh(r) ~ vlh(r) + v2h(r) ~ (Vdl(O) + v2h(0))A". (4.37) 

Thus, (4.34) holds with C = h(O) + v1l v2h(0) > O. Similar reasoning 
applied to (4.33) leads to 

vlhl(r) + v2h2(r) ~ (vlhl(O) + V2h2(0))A", (4.38) 

and, since hl(r) ~ h2(r), (4.38) implies that 

(Vl + v2)hl (r) ~ (Vl + v2)h2(0)A". (4.39) 

By (4.33)(iii) and (4.39), 

h2(r + 1) ~ al2hl(r) + a22h2(r) ~ al2hl(r) ~ al2h2(0)A". (4.40) 

Thus, (4.35) holds for c' = min{h2(0),a12h2(0)A-l} > O. I 

Theorem 4.41. There exist J.ti(2k+ 1) and a and (3 > 0 so that for n ~ no, 

anI'1(2k+l) ~ b(2k + 1; n) ~ (3nI'2(2k+l). (4.42) 

Moreover, 

A(2k + 2) > I'l(2k + 1), k ~ 1 
J.t2(2k + 1) > A(2k), k ~ 2. 

Proof: We mimic the proof of Thm. 4.7. Let 

Me(2k + 1; r) = max{b(2k + 1; n) : n E I,., n even}, 

MO(2k + 1; r) = max{b(2k + 1; n) : n E I,., n odd}, 

me(2k + 1; r) = min{b(2k + 1; n) : n E I,., n even}, 

mO(2k + 1; r) = min{b(2k + 1; n) : n E I,., n odd}. 

( 4.43)(i) 

( 4.43)(ii) 

( 4.44)(i) 

( 4.44)(ii) 

( 4.44)(iii) 

(4.44) (iv) 
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By Thm. 2.12(iii) and (iv), b(2k + 1; 2m) ~ b(2k + 1; 2m ± 1), hence 

Me(2k + 1; r) ~ MO(2k + 1; r), 

me(2k + 1; r) ~ mO(2k + 1; r). 

( 4.45)(i) 

( 4.45)(ii) 

As before, (4.42) follows if we can find c, > 0 and (f, T so that for r ~ ro, 

Cl Tr ~ Me(2k + 1; r), 

mO(2k + 1; r) ~ C2(fr. 

We divide into two cases, depending on k (mod 2). 
First suppose k = 2s, s ~ 1. Then, Thm. 2.4 (iv), (v) becomes 

( 4.46)(i) 

( 4.46)(ii) 

b(4s + 1; 2n) = b(4s + 1; n) + ... + b(4s + 1; n - 2s), (4.47)(i) 

b(4s + 1; 2n + 1) = b(4s + 1; n) + ... + b(4s + 1; n - (2s - 1)). 
( 4.47)(ii) 

There are 2s + 1 (n - j) 's on the right hand side of (4.4 7)(i), either s + 1 or 
s of them are even, and the rest odd. Taking the most extreme cases, we 
obtain the following estimates for 2n E I r +l : 

b(4s + 1; 2n)::; (s + 1)Me(4s + 1; r) + sMO(4s + 1; r), (4.48)(i) 

b(4s + 1; 2n) ~ sme(4s + 1; r) + (s + 1)mO(4s + 1; r). (4.48)(ii) 

Similarly, there are 2s(n - j)'s on the right-hand side of(4.47)(ii), so s of 
them are even and s are odd, and 

b(4s + 1; 2n + 1) ::; sMe(4s + 1; r) + sMO(4s + 1; r), (4.49)(i) 

b(4s + 1; 2n + 1) ~ sme(4s + 1; r) + smO(4s + 1; r). (4.49)(ii) 

In (4.48) and (4.49), we take the maximum over 2n, 2n+ 1 E Ir+1 in (i) and 
the minimum in (ii) and, in view of (4.45), obtain two systems like (4.32) 
and (4.33), (with ft, 12 = Me, MO and hl, h2 = me,mO): 

Me(4s + 1; r + 1) ::; (s + 1)Me(4s + 1; r) + sMO(4s + 1; r), (4.50)(i) 

MO(4s + 1; r + 1) ::; sMe(4s + 1; r) + sMO(4s + 1; r); (4.50)(ii) 

me(4s + 1; r + 1) ~ sme(4s + 1; r) + (s + 1)mO(4s + 1; r),(4.51)(i) 

mO(4s + 1; r + 1) ~ sme(4s + 1; r) + smO(4s + 1; r). (4.51)(ii) 
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Observe that the matrices 

Ml = [8 +8 1 8] M _ [8 8] 8' 2- 8+1 8 ' (4.52) 

have characteristic equations 

Pl(Z) = Z2 - (28 + 1)z + 8, P2(Z) = Z2 - 28Z - 8, (4.53) 

respectively. We choose their larger eigenvalues: 

Al = Al(8) = ~«28 + 1) + (482 + 1)1/2), 

A2 = A2(8) = 8 + (82 + 8)1/2. 

(4.54)(i) 

( 4.54)(ii) 

For 8 ~ 1, each row of each Mi - AJ has one positive and one negative 
entry, so the associated eigenvector has positive components. Thus the 
hypotheses of Lemma 4.31 are satisfied, upon identifying (4.50) and (4.51) 
with (4.32) and (4.33). We conclude from (4.34) and (4.35) that: 

MO(48 + l;r) ~ M e(48 + l;r) ~ cAL 
me(48 + l'r) > mO(48 + l'r) > C'Aro ,_ , _ 2 

By the previous argument, it follows that (4.42) holds with 

( 4.55)(i) 

( 4.55)(ii) 

We wish to establish (4.43) in this case. Considering (4.8), (4.54) and 
(4.56), we exponentiate both sides of (4.43) to base 2, obtaining 

28 + 1 > ~«28 + 1) + (482 + 1)1/2), 8 ~ 1, 

8 + (82 + 8)1/2> 28,8 ~ 1. 

( 4.57)(i) 

( 4.57)(ii) 

These inequalities may be routinely verified, completing the proof. 
The identical reasoning holds when k = 28 + 1, 8 ~ 0, with slight numer­

ical changes. We have 

b(48 + 3; 2n) = b(48 + 1; n) + ... + b(48 + 1; n - 28 - 1), (4.58)(i) 

b(48 + 3; 2n + 1) = b(48 + 1; n) + ... + b(48 + 1; n - 28). (4.58)(ii) 
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Arguing as before, but without the details, we find that 

Me(4s + 3; r + 1) ~ (s + I)Me(4s + 3; r) + (s + I)MO(4s + 3; r), 
( 4.59)(i) 

MO(4s + 3; r + 1) ~ (s + I)Me(4s + 3; r) + sMO(4s + 3; r); 
( 4.59)(ii) 

me(4s + 3; r + 1) ~ (s + l)me(4s + 3; r) + (s + l)mO(4s + 3; r), 
( 4.60)(i) 

mO(4s + 3; r+ 1) ~ sme(4s + 3; r) + (s + l)mO(4s + 3; r). 

The matrices 

again satisfy the hypotheses of Lemma 4.31 with eigenvalues 

1 
A3 = A3(S) = '2«2s + 1) + (482 + 8s + 5)1/2), 

A4 = A4(S) = S + 1 + (S2 + S)1/2, 

and we conclude that (4.42) holds, where 

( 4.60)(ii) 

( 4.62)(i) 

( 4.62)(ii) 

Again, verification of (4.43) reduces to two more easy inequalities: 

1 
2s + 2> '2«2s + 1) + (4s2 + 8s + 5)1/2), s ~ 0, 

s + 1 + (S2 + S)1/2 > 2s + 1, s ~ 1. I 

(4.64)(i) 

( 4.64)(ii) 

No claim is made that J.l1 (2k + 1) and J.l2(2k + 1) are best possible for all 
k, although we show that this is true for k = 1 (see Thm. 5.13.) 

Corollary 4.65. If d ~ 3, then 

lim b(d + 1; n) = 00. 

n-oo b(d; n) 

The omission of d = 2 is intentional. It is easy to check that b(3; 2r -1) = 
1 for all r, hence b(3; n)/b(2; n) = 1 infinitely often. 
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5. Two Special Cases 

In this section we discuss in greater detail the growth of b(3; n) and 
b(6; n). We have seen that b(2r; n) is very well-behaved. On the other 
hand, b(3; n) is quite irregular, and its growth is described most easily in 
terms of a closely related sequence. 

The Stern sequence was first studied [S3] in the 1850s by M. Stern, a 
student of Eisenstein, and has reappeared sporadically in the literature. 
(See [R2] for a more extensive bibliography.) It is defined recursively: 

8(0) = 0,8(1) = 1, 8(2n) = 8(n), 8(2n + 1) = 8(n) + 8(n + 1), n ~ 1. (5.1) 

The Stern sequence, per se. was apparently first defined in de Rham [R4]. 
The block of terms {8(2r), 8(2r + 1), ... , 8(2r+l)} formed the r-th row in 
the Stern-Brocot array, which was studied by Stern, Lucas [L3], Lehmer 
[Ll], et al. We construe results about these terms as results about the 
Stern sequence. 

Theorem 5.2. 
b(3;n)=s(n+1) for n~O. (5.3) 

Proof: By Thm. 2.4(iv), (v), we have the recurrences: 

b(3; 2n) = b(3; n) + b(3; n - 1); b(3; 2n + 1) = b(3; n) for n ~ 1. (5.4) 

Together with the initial condition b(3; 0) = 1, (5.4) determines b(3; n) for 
all n. A comparison with (5.1) shows that (5.3) holds for n ~ 1. An easy 
induction now shows that it holds for all n: 

b(3; 2n) = b(3; n) + b(3; n - 1) = 8(n + 1) + 8(n) = 8(2n + 1), 
(5.5)(i) 

b(3; 2n + 1) = b(3; n) = 8( n + 1) = 8(2n + 2). • (5.5)(ii) 

An incorrect version of Thm. 5.2 appeared in [Cl,C2,C3,L2]. Carlitz 
defined Oo(n) to be the number of odd Stirling numbers S(n,2r) of the 
second kind, and proved it was also the number of odd binomial coefficients 
(!) so that t + u = n. He showed that Oo(n) satisfied the same recurrences 
as b(3; n) and gave its generating function: 

00 00 

G(x) = L Oo(n)xn = II (1 + x2j + x2H1). (5.6) 
n=O j=O 

Thus, G(x) = F3(X) and Oo(n) = b(3; n). From this, "it is clear that Oo(n) 
is the number of partitions 
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subject to the following conditions: if no = 1, then nl :5 1, if nl = 2, then 
n2 :5 1, if n2 = 2, then n3 :5 1, and so on." [Cl, p.62]. Since Oo(n) is, in 
fact, the number of such partitions without the given conditions, there is 
an error. Apparently, (5.6) was viewed as counting partitions of n in which 
the j-th part was chosen from to, 2i , 2i+l}. If no = 1, then 20 was chosen in 
the O-th part, and there is only one part left in which to select 21 , etc. The 
error first presents itself at n = 5, where (no, nl, n2) = (1,2,0) or (1,0,1). 
Note that the first violates the "conditions", but the second occurs twice in 
this alternate interpretation: 5 = 20 + 22 and 20 is taken in the O-th part, 
but 22 may be taken either in the first or second part. 

We need the following classical facts about the Stern sequence. 

Proposition 5.8. (Lucas, Lehmer) For r ~ 0, let Ir = [2r, 2r+l], and 
define Mr = max{s(n): n E Ir} and mr = min{s(n): n E Ir} Then 

(5.9) 

where Fn is the n-th Fibonaccinumber(Fo = 0, Fl = 1, Fn+l = Fn+Fn-d 

Proof: Since s(2r) = 1 for all r and s(n) = b(3; n - 1) ~ 1, mr = 1. By 
(5.1), s(2n ± 1) - s(2n) = s(n ± 1), so Mr = s(m), where m is odd. As 
s(4n + 1) = s(2n + 1) + s(n) and s(4n + 3) = s(2n + 1) + s(n + 1), 

(5.10) 

We see from Table 7.1 that Mo = 1, Ml = 2, M2 = 3, and M3 = 5. Define 
the sequence ar by a2r = (22r+2 - 1)/3 and a2r+l = (2 2r+3 + 1)/3. (That 
is, at is the integer closest to ~2t.) Then ao = 1, al = 3, a2 = 5, a3 = 11, 
etc., and at E It. We wish to show that Mt = s(at) for all t. From their 
definitions, a2r = 2a2r-l - 1 and a2r+l = 2a2r + 1, hence 

s(a2r) = s(a2r-t} + s(a2r-l -1) = s(a2r-t} + s(a2r-2), (5.11)(i) 

s(a2r+l) = s(a2r) + s(a2r + 1) = s(a2r) + s(a2r-t}. (5.11)(ii) 

Since Mr = s(ar) for r:5 3, by (5.10) and (5.11), 

Since Mo = 1 = F2 and Ml = 2 = F3, it follows that Mt = Ft+2. I 

It can be shown (see [R2]) that, for 0 :5 k :5 2r, s(2r + k) = s(2r+l - k). 
Thus, Mr = Fr+2 also equals s(br ), where br is the integer closest to ~2r. 
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Theorem 5.13. Let I{) = ~(1 + v'5) and J.I. = log21{). Then for n ~ 1, and 
some c > 0, 

cn iJ ~ b(3; n) ~ 1, 

and J.I. = J.l.1 (3) is best possible. 

(5.14) 

Proof: The lower bound is clear since b(3; 2" - 1) = s(2") = 1. By Thm. 
5.2 and Prop. 5.8, b(3; n) :$ F"+1 for n :$ 2" - 1. The Binet formula for the 
Fibonacci numbers implies that F"+1 = (1{)/v'5)I{)" + 0(1), hence 

On the other hand, in the notation of the last theorem, 

Since a,. - 1 ~ ~2", the constant J.I. cannot be reduced. I 

Theorem 5.17. Suppose u = 2t is even. Then for r ~ 0, 

1 1 
b(6; u· 2" - 1) = (b(6; u - 1) - 2b(3; u - 1))3" + 2b(3; u - 1). (5.18) 

Proof: Let A,. = b(6; U· 2" - 1). Then by Thm. 2.4(ii), (iv) and (v), 

u2"-1 t2"-1 

Ar+1 = L b(3;j) = L {b(3; 2j) + b(3; 2j + I)} 
j=O j=O 

t2" -1 

= L {b(3;j) + b(3;j -1) + b(3;j)} = 3Ar - b(3;t· 2r -1). 
j=O 

(5.19) 
Since b(3; t ·2" - 1) = s(t . 2") = s(2t) = b(3; u - 1), (5.19) implies that 

1 1 
A,.+1 - 2b(3; u - 1) = 3{A,. - 2b(3; u - I)}, (5.20) 

from which (5.18) is immediate. I 

This theorem has interesting consequences for the behavior of 

b(6;n) = b(6;n)n-A(6) = b(6;n)n-log~3. (5.21) 
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Proposition 5.22 (Carlitz). lim 6(6; n) does not exist. 
n-oo 

Proof: We apply Thm. 5.19 with u = 2 and u = 6, obtaining: 

Thus, 

b(6; 2· 2r - 1) = ~(3r + 1), 

b(6; 6· 2r - 1) = 3r +1 + 1. 

(5.23)(i) 

(5.23)(ii) 

6(6; 2· 2r - 1) = !(3r + 1)(2r+l - It log1 3 _ 1/6 ~ .1667 
2 (5.24)(i) 

6(6; 6· 2r - 1) = (3r+1 + 1)(3. 2r+1 _1)-log1 3 

(5.24)(ii) 

Carlitz writes in [C3,p.151]: "P. T. Bateman has suggested that it would 
be of interest to examine the sum function 

n 

S(n) = I:Oo(k)." (5.25) 
1:=0 

We have seen that S(n) = b(6; 2n - 2). The computations (5.24) appear, 
in effect, in [C3,p.152]. 

It can be shown that there exists a continuous function tf; on [1,2] so 
that, if u = m/21: is a dyadic rational in [1,2], then 6(6;u2r) - tf;(u). A 
proof of this result will appear elsewhere [R3J. 

6. Open Questions and Acknowledgements 

We believe there is still much to learn about binary partition functions, 
let alone their analogues for bases other than 2. 

What other recurrences are satisfied by binary partition functions? How 
can the various properties of b( 00; n) be regarded as the limit of properties 
of finite b( d; n ),s? For example, Knuth remarks that 

b( 00; 4n)2 - b( 00; 4n - 2)b( 00; 4n + 2) = b( 00; 2n)2 (6.1) 

is an immediate consequence of (2.9); similarly, by Thm. 2.4(vii), 

b( 4d; 4n)2 - b( 4d; 4n - 2)b( 4d; 4n + 2) = b(2d; 2n)2. (6.2) 
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There do not seem to be easy generalizations of Thm. 2.14 to moduli 
greater than 2; whenever the answer is known, the set 

A(d; m,a) = {n : bed; n) == a (mod m)} (6.3) 

is either finite or has a well-defined positive density. This is clear for m = 2. 
Since fer, t)(s) is an integer valued polynomial of degree r - 1, it is easy 
to show that fer, t)(s) (mod m) is periodic for all sand m. It follows that 
A(2r; m, a) is a finite union of disjoint arithmetic progressions. In [R2] we 
compute the density of A(3; m, a), which is determined by the primes which 
divide m and a. For example, if p is prime, A(3;p, 0) has density 1/(p+ 1) 
and, if15 a 5 p-l, then A(3;p, a) has density p/(p2 -1). Churchhouse's 
results on b( 00; n) (mod 4) also imply that A( 00; 4, 0) has density 1/3 and 
A( 00; 4, 2) has density 2/3. We risk a conjecture. 

Conjecture 6.4. For all d, a and m, A(d;m,a) has well-defined density 
n = ned, m, a). 

The asymptotic analysis of b( d; n) in section four begs a number of ques­
tions. What are the values of (or estimates for) 

n(2k) = lim b(k;n)n-Iog~k, (6.5)(i) 

(6.5)(ii) 

are these ever equal, except when k = 2r ? What are the actual values of 

'\1(2k + 1) = lim log(b(2k + 1; n))/(logn), 
n-oo 

'\2(2k + 1) = lim log(b(2k + 1; n)/(logn)? 

Is c· n>' the "correct" bound; that is, is it true that, for all k ~ 1, 

00 > lim b(2k + 1; n)n->'1(2Hl>, 
n_oo 

(6.6)(i) 

(6.6)(ii) 

(6.7)(i) 

(6.7)(ii) 

Are there any Churchhouse-like formulas (viz. (1.3)) for bed; n)'s, d < oo? 
How does bed; n)/b(oo; n) behave; for which dn is b(dn ; n) '" b(oo; n)/2? Are 
there more combinatorial interpretations for the recurrences? 

We thank Paul Bateman for providing a supportive atmosphere at the 
University of Illinois for number theory, without which this paper would 
never have been attempted. We also thank the organizers of the conference 
for their efforts and the editors of this collection, for their generosity in 
considering this manuscript. 
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7. Appendix 

Here is a table of b(dj n) for 2 :5 d:5 9 and d = 00, and 0 :5 n :5 32. 

n\d 2 3 4 5 6 7 8 9 00 

0 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 
2 1 2 2 2 2 2 2 2 2 
3 1 1 2 2 2 2 2 2 2 
4 1 3 3 4 4 4 4 4 4 
5 1 2 3 3 4 4 4 4 4 
6 1 3 4 5 5 6 6 6 6 
7 1 1 4 4 5 5 6 6 6 
8 1 4 5 8 8 9 9 10 10 
9 1 3 5 6 8 8 9 9 10 

10 1 5 6 9 10 12 12 13 14 
11 1 2 6 7 10 10 12 12 14 
12 1 5 7 12 13 16 16 18 20 
13 1 3 7 8 13 14 16 16 20 
14 1 4 8 12 14 19 20 22 26 
15 1 1 8 9 14 15 20 20 26 
16 1 5 9 17 18 24 25 30 36 
17 1 4 9 12 18 20 25 26 36 
18 1 7 10 18 21 28 30 35 46 
19 1 3 10 14 21 22 30 31 46 
20 1 8 11 23 26 34 36 44 60 
21 1 5 11 15 26 29 36 38 60 
22 1 7 12 22 28 39 42 50 74 
23 1 2 12 16 28 30 42 44 74 
24 1 7 13 28 33 46 49 62 94 
25 1 5 13 19 33 38 49 52 94 
26 1 8 14 27 36 52 56 68 114 
27 1 3 14 20 36 40 56 59 114 
28 1 7 15 32 40 59 64 81 140 
29 1 4 15 20 40 49 64 68 140 
30 1 5 16 29 41 64 72 88 166 
31 1 1 16 21 41 48 72 76 166 
32 1 6 17 38 46 72 81 106 202 

Table 7.1 
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On the Minimal Level of 

Modular Forms 

H. M. STARK 

To P. T. Bateman on his 70th birthday 

O. Introduction 

In this paper, we will deal with a very practical problem. The prob­
lem is that of finding the lowest level of a given modular form which is 
known to have some level. For forms on principal (homogeneous) congru­
ence subgroups, the answer is the greatest common divisor of the widths at 
all cusps [6, p. 82]. This is often not an easy calculation to make unless the 
transformation formulas are already known. However, frequently another 
congruence group appears: namely the fo type group. Here, the calcula­
tion of finding the minimal level turns out to be much easier and involves 
just the inversion formula. Since it is often the case that if one non-trivial 
transformation is known for the form in question, it is the inversion formula, 
this will be very convenient. This is the subject of Theorem 1. 

As an example of the application of Theorem 1, we will consider general 
7]-products in Theorem 2 and find the best possible fo levels for these. 
Since the transformation formulas for the 7]-function are so complicated, 
Theorem 2 serves as a good example of the ease with which Theorem 1 
may be applied. Theorem 1 has the drawback that it does not prove that 
a level exists at all. For 7]-products, we give a new very simple method of 
showing that high levels exist by using not the 7]-multiplier but the much 
simpler theta multiplier. This method combined with the application of 
Theorem 1 provides an excellent new way to deal with combinations of 
7]-functions and O-functions. 

As it turns out, the main result applies to Hilbert modular forms as 
well and, surprisingly, the proof has almost no extra complications once 

Supported in part by the NSF 
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the theorem is phrased correctly. In particular, the different of the field 
makes no appearance at all. In fact, the theorem applies to fields that 
aren't totally real and forms that aren't analytic also, but to save ourselves 
notational troubles, we will consider only totally real fields here. It should 
be remarked however that once the notation is set up, Theorem 1 holds in 
the more general setup, without change. In this paper, we consider forms 
with integral weight vectors. There is also a half integral weight version of 
Theorem 1. It is presented in full generality in [8]. 

First let us introduce the customary notation for Hilbert modular forms. 

If R = (; :) is a matrix with non-zero determinant and z a complex 

number, we let Roz = (rz+s)/(tz+u). Let K be a totally real field whose 
conjugate fields are denoted by K(l), ... ,K(n) and let 1f = 1fl X ... X 1fl 

(n times) where 1f 1 is the usual upper half plane. Thus z = (Zl' ... ,zn) is 

in 1i if and only if 1m (Zj) > 0 for all j, 1 ~ j ~ n. A matrix R = (; : ) 

in GL2(K)++ (totally positive determinant) acts on 1f via 

R - (R(l) R(n») o z - 0 Zl, ••• , 0 Zn . 

Hilbert modular forms allow weight vectors. For an integral weight vector 
k = (k l , ... ,kn ), we introduce the "slash operator", 1= Ik: 

where we have used the vector notation, 

(det R)k/2(tz + u )-k = IT ( det RU) fj/2 (tU) Zj + uU») -kj . 
j=l 

As always, if Rand S are in GL2(K)++, then (f I R) IS = J I (RS). This 
is the reason that the slash notation is so useful. 

Let JV be an integral ideal of K and let 

Also, we let X denote a numerical character (mod JV). (In other words, 
X is a character of numbers rather than of ideals.) In this paper, we 
are interested in how functions defined on 1f transform under various 
groups. Thus we will let Mo(JV, k, X) be the set of all J(z) such that 

(f I A) (z) = X(d)J(z) for all A = (: ~) in ro(JV) and we will not 
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worry about whether the functions are analytic or whether they are nice 
at cusps. This is the reason why the results of this paper actually apply 
to non-analytic modular forms and to any number field and functions de­
fined on the appropriate combination of ordinary and quaternionic upper 
half planes. It must be noted that (at least when K = Q), all the lemmas 
leading to the proof of Theorem 1 are well known. However, since they are 
all rather short, and in one case (Lemma 6), many proofs in print ignore a 
vital detail, we include proofs here. 

1. The level determiner theorem 

There are three main facts about the groups and characters which we will 
need. We present them as three lemmas. If Hand K are both subgroups 
of a bigger group G, we denote by (H, K) the subgroup of G generated by 
all the elements of Hand K. It is the smallest subgroup of G containing 
both Hand K. 

Lemma 1. 1£.N = (.Nl ,.N2), then fo(.N) = (fo(.Nd, f O(.N2)). 

Proof: In fact we will show that A = (: ~) in fo(.N) can be written as 

A = AlA2 with Aj in fo(.Nj). Determine e so that ce + d = dl is relatively 
prime to.Nl either via the Chinese remainder theorem, or with overkill, by 
the theorem on primes in progressions in number fields. This gives 

(: ~)(~ ~)=(: ;J. 
Next, (.Nl ,dl.N2) = (.Nl ,.N2) =.N, and so there are integers Cl in.Nl and 
dlC2 in dl.N2 (i. e. C2 in .N2) whose sum is c in.N: Cl +dlC2 = c. Therefore 

is in fo(.Nd and we may take A;l = (~ ~) (-~2 ~) 10 f O(.N2). 

Q.E.D. 

Lemma 2. 1£.N = (.Nl ,.N2), and X is definable (mod .Nl) and X is defin­
able (mod .N2), then X is definable (mod .N). 

Proof: Let .N' be any ideal divisible by both .Nl and .N2. If for 
A I.N' , we denote H(A) the subgroup of (OK/.N')* of elements a.N' with 
a == 1 (mod A), then by the Chinese remainder theorem again H(.N) = 
H(.Nl)H(.N2) and thus X = 1 on H(.N). Hence X is definable (mod .N). 
Q.E.D. 
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Let 

r8(A'", B) = { (: :) E roCA'") I b == 0 (mod B)} 

and let the translation subgroup of roCA'") be denoted by 

Note that [I I (~ ~)] (z) = I(z + t). If I(z + t) = I(z) for all t in OK, 

we will say that 1 is invariant under T. 

Lemma 3. For any ideals A and B, we have ro(A) = (rg(A, B), T). 

Proof: Indeed, ro(A) = Trg(A, B)T as may be seen from the two rela­
tions, 

( a' b') = (a b) (1 t) = (a at + b) 
c' d' cd 01 c ct+d 

and 

( It') (a' b') _ (a' + cIt' b' + d't' ) 
01 c'd'- c' d' . 

We first choose t so that d' = ct + d is relatively prime to B and then we 
choose t' so that b' + d't' is divisible by B. Q.E.D. 

Lemma 4. If I(z) is in Mo(N,k,X) where N ~ 0 and X is defined 

(modN),then/l(t ~1) is in Mo(N,k,X)' 

Proof: If A = (~ :) is in ro(N) then 

(0 -1) (a b) = (-c -d) = (d -cIN) (0 -1) 
N 0 c d Na Nb -Nb a N 0 

and therefore 

Q.E.D. 

Corollary 1. If 1 is in Mo(N, k, X) where N ~ 0 and X is defined 

(mod N), then 1 I (t ~1) is invariant under T. 

(Note that 1 is invariant under T also.) 
We can now state the level determiner theorem. 
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Theorem 1. Suppose that I(z) is in Mo(N', k, X) for some N', with char­
acter X defined (mod N') and that I(z) is not identically zero. Let N be 
the greatest common divisor of all totally positive integral N such that 

1 I (t ~l) is invariant under T. Then NIN', X is definable (mod N) 

and I(z) is in Mo(N, k, X). 

The proof will be based on two further lemmas. 

Lemma 5. Suppose that I(z) is in Mo(N, k, X) and that M > 0 is in 
OK. Then I(Mz) is in Mo(M.N,k,X). 

Proof: Let g(z) = [I I (~ ~)] (z) which is a constant multiple of 

I(Mz). For (: ~) in ro(MN), we have 

(~ ~) (~ ~) = ( ~ a ~b) = (c/~ ~b) (~ ~ ) 
with (c/~ ~b) in ro(.N). Thus, 

Q.E.D. 
Note that not only is the function 9 constructed in Lemma 5 translation 

invariant by integers but if b is in OK, then 

b 
g(z + M) = g(z). 

The heart of the proof of Theorem 1 lies in the fact that Lemma 5 has a 
converse. 

Lemma 6. Suppose that g(z) is not identically zero and is in Mo(MN, k, X) 
where M > 0 is in OK and X is defined (mod MN). If for all integers 
b, g(z + (bIM)) = g(z), then X is definable (mod N) and g(zIM) is in 
Mo(N,k,X). 

Proof: Let I(z) = [g I (~ !)] (z) which is a constant multiple of 

g(z/M). By hypothesis, 1 is invariant under T. Thus for integral b, 

1 I (~ ~) = x(l)/. 
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For (: :) in rg(N, M), we have 

(~ !)(: :)=(~c ~d)=(~C hl:)(~ !) 
where (~C hi:) is in ro(MN). Hence 

We have thus established that 

(1) 

holds for (: :) in rg(N, M) and for (: :) in T. Since these two 

groups generate ro(N), it would seem we are done, and indeed many pub­
lished proofs of this result stop here. However, there are still difficulties 
with the character X. We still need to show that X is definable (mod N) 
before we are finished. Let d == 1 (mod N) where (d, MN) = 1. We have 
to show that Xed) = 1. For this, choose an integer t such that tt..e matrix 

(~ !) (d~l ~) (~ ~) = (~ !) (d~l ~) 
=(d:1 dtd1) 

has dt + 1 == 0 (mod M). Note that (d, M) = 1 so that this can be done. 
Then by (1), Xed) = 1 and so X is definable (mod N). Q.E.D. 

Proof of Theorem 1: If N'IN' where N' > 0, then f I (~, (/) is 

invariant under T by Corollary 1. Since N' is the greatest common di­
visor of all such N', we see that NIN'. Now let N > 0 be such that 

f I (~ ~1) is invariant under T. Choose M > 0 so that N'IM Nand 

let 9 = f I (J N ~1) which is in Mo(M N, k, X) by Lemma 4. For 

integral h, we have 

(IN ~1)(~ h/~)=(JN ~;)=(~ ~1)(~ ~) 
_(~ ~1)(~ ~)(~ ~). 
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1(1 b/M) -/I( 0 -1) (1 b/M) 
9 0 1 - MN 0 0 1 

= {[I I (~ ~1)] I (~ ~)} I (~ ~) 
={/I(~ ~1)}1(~ ~) 
=g. 

Therefore, by Lemma 6, X, and hence X, is definable (mod N) and 

is in Mo(N, k, X). By Lemma 4 again, 1 is in Mo(N, k, X). The Theorem 
follows from Lemmas 1 and 2. Q.E.D. 

2. 7]-products 

As an example of the application of Theorem 1, we will take K = Q 
and look at products of 7]-functions. That is, we will look at products of 
functions of the form 7]( az)b, where 

00 

7](z) = ql/24 II (1- qn), q = e2lriz . 

n=l 

Let 
J J 00 

I(z) = II 7](ajz)bj = q-h L/ljbj II II (1- q/ljn)b j . 
j=l j=ln=l 

The weight for I(z) is 
1 

k = '2l:>j 
which we will assume is in Z so that we are dealing with an integral weight. 
In order for I(z) to transform under any fo(N), it must be translation 
invariant by integers. Thus the only I(z) that can occur must have 

We now show that ifthis condition is satisfied, I(z) does transform under 
some fo(N). The proof of this fact will be simplicity itself, but the level 
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N' that we find will frequently not be optimal; the optimal level will then 
by found from Theorem 1. For non-zero integral c, we denote by Xc the 
Kronecker symbol corresponding to Q( y'C). In case c is a perfect square, 
Xc = Xl is the trivial character. These symbols appear in the theta function 
transformation formula. We will take as known the transformation formula 

for J(z) = 1](24M z) (see[7]): for A = (: :) in ro(576M), we have 

J(A 0 z) = X12M(d)j(A, z)J(z) (2) 

where j(A, z) is the theta multiplier and all we need to know about it in 
this paper is that for A in r 0 ( 4), 

j(A, Z)2 = X_l(d)(cz + d). 

Lemma 7. Let 

J J 00 

J(z) = IT 1](ajz)bj = q!r 2: ojbj IT IT (1- qOjn)b j 

j=l j=ln=l 

with weight k = ~ 2: bj which we assume to be integral. A necessary and 

sufficient condition for J(z) to be in some Mo(N, k, X) is that 

I: ajbj = 0 (mod 24). (3) 

If this condition is satisfied, then J(z) is in Mo(N', k, XD) where N' is 24 
times the least common multiple of all the aj and D = (-I)A: n a;j . 

Proof: We have just seen that for J to be in any Mo(N, k, X), J must be 
translation invariant by integers and hence that (3) is necessary. Conversely, 
suppose that (3) holds. Set 

J 

g(z) = J(24z) = IT 1](24ajz)bj. 
j=l 

Let N" = 24N' be 576 times the least common multiple of the aj. Then 

for A = (: :) in ro(N"), we have by (2), 

g(A 0 z) = X12(d)2A: II XOj(d)b j j(A, Z)2A:g(Z) 

= X_l(d)A: IT XOj(d)bj(cz + d)A:g(z). 
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Thus g(z) is in Mo(N", k,XK). 
The product expansion for g(z) is 

J 00 

g(z) = qLoj6j II II (1- q240jn)6j . 

i=ln=l 

Since (3) holds, we see from Lemma 6 that g(z) can be shifted downwards 
by a factor of 24 to J(z) = g(z/24), and that J(z) is in Mo(N', k, XD) and 
XD is definable (mod N'). Q.E.D. 

This sets up Theorem 2 which then gives the best possible level for J(z). 
For the proof, the transformation formula, 

(iN z/a)-6/2TJ (-;J 6 = TJ(N z/a)6 = q-ffi- IT (1 _ q~n) 6 

n=l 

will be needed. We first give three simple examples of forms which fre­
quently appear due to their low levels and weights. 

For our first example, we take 

J(z) = TJ(z)TJ(23z). 

As we have just seen, J(z) is in Mo(23 ·24,1, X-23). From the inversion 

formula, we see that J I ( t (/) is a constant times 

00 

TJ(N z)TJ(N z/23) = q-/i(N+fs) II (1 - qNn) (1 _ qfsn) . 
n=l 

Thus N = 23 is minimal and J(z) is in Mo(23, 1, X-23). This is the cusp 
form of weight one which corresponds to either of the two L-functions on 
Q(v'-23) with non-trivial ideal class characters. 

For our second example, take 

By Lemma 7, J(z) is in Mo(11.24, 2, Xl). Here J I (t ~1) is a constant 

times 

TJ(N z)2TJ(N z/11)2 = qn(N+tf) IT (1- qNn)2 (1 - qffn r . 
n=l 
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Here N = 11 is minimal and J(z) is in Mo(l1, 2, Xl). This is the cusp form 
of weight two which corresponds to the elliptic curves over Q with minimal 
conductor. 

For our third example, take 

J(z) = ['1(37z)/'1(z)]2 . 

Here Lemma 7 says that J(z) is in Mo(37 . 24,0, Xl). This time 

J I (t ~1) is a constant times 

['1(Nz/37)/'1(Nz)]2 = q-hat-N) IT (1- qNn)2 (1- qirrn f. 
n=l 

Here N = 37 is minimal and J(z) is in Mo(37, 0, Xl). This is a modular 
function. This last example is a special case of a theorem of Rademacher 
[4] which was later generalized by Newman [3]. We will discuss Newman's 
theorem immediately after the proof of Theorem 2 is concluded. We will 
also discuss a frequently quoted result of Hecke [1] at that point. 

Theorem 2 (General '1-product, integral weight). Suppose that 

J 

J(z) = II'1(ajz)b; 
j=l 

where the aj are positive integers and the bj are integers. Let 

and suppose that 
(4) 

so that J(z) is in Mo(N',k,XD) where N' and D are given in Lemma 7. 
Then the minimal ro level for J(z) is the smallest common multiple N of 
all the aj such that 

(5) 

Proof: The hypotheses continue to be satisfied if we collect all the terms 
with the same aj's. Thus we may assume that the aj are distinct and that 

the bj are non-zero. Here we have J I (t ~1) is a constant multiple of 

J "" J 00 N b. II '1(Nz/aj)b; = q-h i..J :;-b; II II (1- q4;n) '. 
j=l j=ln=l 
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For this expression to be translation invariant by integers, every power of 
q in the collected series expansion must be integral. The lead power is 

and this gives us the condition (5). Now every term in the collected series 
expansion of the product 

J 00 b. rrrr (l_q£;n) J (6) 
j=ln=l 

must be integral. If we suppose that the aj are ordered so that 

then the first term past qO in the expansion is 

Thus N must be a multiple of al. This allows us to remove the j = 1 term 
from the product (6) without disturbing the integrality conditon. In this 
way, we see inductively that N must be a common multiple of all the aj 

and this proves Theorem 2. Q.E.D. 

A special case of Theorem 2 is a result of Newman [3]. Newman showed 
that in the notation of Theorem 2, if k = 0 and D is a square, then J(z) 
is a modular function on ro(N)\1i. when the two congruences (4) and (5) 
are satisfied. We see that D is a square is exactly the condition to make 
X = Xl· Also, Theorem 2 shows that N is the best possible level. It is 
interesting to compare the methods of proof. Following Rademacher [4], 
Newman proves that J(z) is invariant under ro(N) directly. This requires 
dealing with the 7]-multiplier system and this in turn leads to dealing with 
results on Dedekind sums. The method used here seems much easier to 
me. The reason is that the 7]-multiplier does not behave nicely under shift 
transformations (z 1-+ az) whereas the theta multiplier does. Thus the extra 
shift by a factor of 24 allows an easy proof of a transformation at some level 
via the theta multiplier and we have seen how to shift back down. 

Finally, another special case of Theorem 2 generalizes a result of Hecke 
[1]. Let n be an odd positive integer and let 

H ( ) _ 7J(nz) 
n Z - () • 7Jzn 
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The condition that n be odd is so that we are dealing with integral weight 
k = (1- n)/2. By Lemma 7, Hn(z) is in Mo(24n,k,x) where X = XD and 
D = (_I)(n-l)/2n. By Theorem 2, Hn(z) is then in Mo(N, k, X) where 
N = n if 3/ nand N = 3n if 31n. In this case, the Kronecker symbol XD is 
also realizable as a Jacobi symbol, X( d) = (~). Heeke's result is the case 
where n is a prime greater than 3. Heeke proves his result by comparing 
his function with two different products of Eisenstein series. I believe the 
method here to be more straightforward. Heeke's result is usually used to 
produce the three examples before Theorem 2 since 

17(Z)17(23z) = H23(Z)Ll(z), 
17(Z)2 17(llz)2 = HU(z)2 Ll(z), 

[17(37z)/17(z)]2 = H37(Z)2Ll(z)3. 

Concluding Remarks 

We must point out that the forms in Theorem 2 are of level N and that 
this too is best possible. If for some MIN, /(z) is of level M, then / 
would transform nicely under the group G = (ro(N), r(M)}. According to 
a beautiful result of Newman [2] that the only groups intermediate to two 
ro groups are themselves ro groups, G must be a ro group itself and is 
clearly of lower level if M =F N. This contradicts Theorem 2 and so N is 
the best level for /(z). This consequence can be produced more easily, but 
Newman's result is so nice that I can't resist using it. In the generalization 
to Hilbert modular groups, Reiner and Swift [5] have shown that Newman's 
result continues to hold, providing that (N,6) = 1. It was at the Bateman 
conference that I learned of the two papers [2] and [5] from Prof. Newman. 
I wish to thank him for the references. 

There is a half integral weight analogue of Theorem 1. At first sight, this 
might not seem possible. For example, 17(Z) is itself a form of weight 1/2 
on the full modular group in violation of everything in this paper. It is also 
in violation of [7] when imprecisely referenced. The catch is that the 17-
multiplier system is rather complicated and in particular is not translation 
invariant. A seemingly more serious example is 17(24z) which is translation 
invariant and being a "shift" of a function on ro(l) by a factor of 24, 
17(24z) transforms to a multiple of itself under ro(24). This too, violates 
Theorem 1 which predicts the best level is level 242 = 576 as well as [7] 
which shows that the level is 576. Again, the catch is that the multiplier 
system for 17(24z) on ro(24) is still not nice enough to allow Theorem 1 to 
hold. However, on ro(576), the multiplier system for 17(24z) is the theta 
multiplier times a character. The theta multiplier system is nice enough, 
and it is for this system that there is a half integral analogue of Theorem 
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1 and it is also for this system that the theorems of [7] are derived. This 
explains the result of 242• Even in integral weight, we must be careful. 
For example, '7(12z)2 is a translation invariant modular form of weight one 
which transforms to multiples of itself under ro(12). But these multiples 
still involve more than just a character of d and according to Theorem 2, 
the best level with just a character for the multiplier is level 144. 
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Inequalities for Heights 

Of Algebraic Subspaces 

And the Thue-Siegel Principle 

THOMAS STRUPPECK AND JEFFREY D. VAALER 

Dedicated to Professor Paul Bateman on the occasion of his 70th birthday 

1. Introduction 

Let k be an algebraic number field and let kN denote the vector space of 
N x 1 column vectors over k. In his fundamental paper [16] W.M. Schmidt 
introduced a concept of height on linear subspaces A of kN. The idea is to 
apply the so-called Weil-height (or the absolute Weil-height) to the vector 
of Grassmann coordinates of any basis for A. In this way Schmidt was 
able to formulate and prove many of the basic theorems of Diophantine 
approximation in a very general setting. In the present paper we prove 
a new inequality for heights on subspaces and apply it to the problem 
of constructing certain auxiliary polynomials in two variables. Let H(A) 
denote the height of the subspace A ~ kN, which is precisely defined in 
section 2. We adopt the convention that H ( {O}) = 1. Our inequality has 
both a local and global version and the global version can be stated as 
follows. 

Theorem 1. Let A ~ kN and B ~ kN be subspaces. If (A, B) denotes the 
subspace spanned over k by A u B, then 

H((A,B})H(AnB) ~ H(A)H(B). (1.1) 

The research of both authors was supported by grants from the N a­
tional Science Foundation, DMS-8601279 and DMS-8701396, respectively. 
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The inequality (1.1) has a variety of applications. In Theorem 7 of 
section 2 we use it to derive a slightly less sharp but more convenient form of 
Siegel's Lemma concerning small solutions of simultaneous linear equations. 
(While this manuscript was in preparation we learned that the inequality 
(1.1) has also been obtained recently and independently by W.M. Schmidt.) 

If C denotes the lattice of all subspaces of kN then (1.1) shows that 
the map 

A -+logH(A) , AEC, 

is a submodular function on C. In section 3 we prove a new and rather 
specialized inequality for submodular functions. This inequality together 
with the local form of (1.1) is then applied to the problem of constructing 
auxiliary polynomials in two variables. 

Let 0'1 and 0'2 be two nonzero algebraic numbers and let I< = k(O'l, 0'2) 

have degree r ;::: lover k. We will be interested in the problem of finding 
nontrivial polynomials P(X1' X2) in k[X1' X2] such that degx1 (P) :$ N1 - 1, 
degx2 (P) :$ N2 -1, the polynomial P together with all of its low order par­
tial derivatives vanish at the point (0'1,0'2), and yet the height of P (that 
is, the height of the vector of coefficients of P) is not too large. The con­
struction of such polynomials is an important step in the method developed 
by Bombieri [3], [5] and by Bombieri and Mueller [4] for obtaining effective 
measures of irrationality for certain algebraic numbers, (see especially the 
discussion in [5, p.35]). As is well known, polynomials with the desired 
properties can be determined by using some form of Siegel's Lemma. We 
now describe this procedure and our results in more detail. In doing so we 
use notation identical to that developed already in [18] and described in 
section 2 below. In particular, if P is a polynomial in k[X1' 2:2] we write 
h(P) for the height of its vector of coefficients. If 0' is an algebraic number 
we write 

v 

(as in [7]), for the inhomogeneous height of 0'. 

Let 0 < (h < 1, 0 < (}2 < 1, and let N1 and N2 be positive integers. 
We define r = f((}1, (}2, N 1 , N 2) to be the set 

We write If I for the cardinality of r which is obviously positive. Then 
define Z = Z((}1, (}2,N1, N2,0'1,0'2) to be the If! x N1N2 matrix 

(1.3) 
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where (ml, m2) E f indexes rows and columns are indexed by all ordered 
pairs (nl, n2) with nl = 0,1,2, ... ,Nl -1, and n2 = 0,1,2, ... ,N2 -1. If 
(ml, m2) is a point in Z2 with nonnegative coordinates we write 

(}ml+ml 
D(mt,m2) = (mdtl(m2!)-l (} ml(} m2 

Xl x 2 

for the corresponding partial differential operator. Now a more precise 
statement of our problem is as follows. We wish to determine a polynomial 
P(Xl,X2) in k[Xl,X2] such that degx1(P) ~ Nl-l, degx2 (P) ~ N2 -1, P 
is not identically zero, and 

(1.4) 

for each point (ml, m2) E f. Moreover, we would like to establish the 
existence of such a polynomial P with h( P) bounded from above by a 
suitable function of (h, O2 , N l , N2 , 0:1 and 0:2. Of course we may identify 
the polynomial P with its vector ( of coefficients and then ( :f= 0 is to be 
determined in kN1N2 . It is easy to verify that P satisfies (1.4) if and only 
if its vector ( of coefficients satisfies Z( = O. Thus our problem is to prove 
the existence of ( :f= 0 in kN1N2 such that Z( = 0 and h(() is not too large. 

In order to insure that the system of linear equations Z i = 0 has a 
nontrivial solution in kN1N2 it is sufficient to require that N1N2 - rlfl ~ 1, 
where r = [K : k]. The reason for this is that when we express the entries 
of Z in terms of a basis for Kover k, each equation in the linear system 
Zi = 0 gets replaced by r equations having coefficients in k. Therefore we 
assume for the remainder of this section that N1N2 - rlfl ~ 1. 

Let F be a number field which is a Galois extension of k and also a 
Galois extension of K. Let 0'1,0'2, ... ,O'r be the distinct embeddings of K 
in F which fix k. We assemble the matrices O'l(Z), 0'2(Z)"", O'r(Z) into 
an rlfl x N1N2 matrix 

Y = (::~~~) . 

O'r(Z) 

If rank (Y) = rlfl we may apply the invariant form of Siegel's Lemma given 
in [6] as Theorem 12. By that result there exists a basis U~, ~~, ... ,{d for 
the null space 

(1.5) 

such that 
L 

L)ogh(~~) ~ Llogck +logH(Y) . (1.6) 
l=1 
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Here ClI: is a field constant, H (Y) denotes the height of the matrix Y (which 
is defined in section 2), and L = dim(X) = N1N2 -rlrl. Now in general the 
matrix Y will not have maximum rank and so this approach involves some 
loss of generality. On the other hand it is easy to show that rank(Z) = Irl. 
Therefore, without making any assumption on the rank ofY, we may apply 
Theorem 7 of section 2. By that more general result we deduce the existence 
of a basis {e;.,e~, ... ,ed for X such that 

L 

L log h(e~) ~ L log ClI: + r log H(Z) . (1.7) 
l=l 

In (1.7) we have NIN2 - rlrl ~ L = dim(X) = NIN2 - rank(Y) ~ NIN2 -
If!. 

It remains to estimate log H(Z). For this purpose we use the special 
inequalities on submodular functions obtained in section 3 and section 4. 
In this way we establish the following technical result. Let u(x) be defined 
by u( x) = 0 if x ~ 0 or 1 ~ x and by 

1 2 (1 -x2) 1 (1 + x) 1 2 u(x) = -x log -- + -x log -- + -log(1- x ) 
4 16x2 2 1- x 4 

(1.8) 

if 0 < x < 1. If a is an algebraic number let c)a(x) be defined by c)a(x) = 0 
if x ~ 0 or 1 ~ x and by 

<l>a(x) = x(1 - x) log h1(a) + u(x) (1.9) 

if 0 < x < 1. Both u and <l>a are absolutely continuous. 

Theorem 2. Let r and Z be defined by (1.2) and (1.3) respectively. Then 
rank(Z) = Irl and 

log H(Z) ~ (Nd2(J2N211 c)al «(JIX) dx (1.10) 

+ (JINl(N2)21
1 c)a~«(J2X) dx 

+ ~(Nl + N2)2Iog{4hl(at}hl(a2)} . 

The integrals on the right of (1.10) can be evaluated explicitly. Using [7, 
equation (2.4)] they can also be estimated by 



HEIGHTS OF ALGEBRAIC SUBSPACES 497 

In fact a simpler estimate follows from [7, equation (2.3)]' we have 

(1.12) 

Of course (1.11) is useful when O:j is a root of unity and therefore log hI (O:j) 
= O. However, for many applications the bound (1.12) is entirely adequate. 
In section 6 we indicate how our polynomial construction can be used to 
derive a simple form of the Thue-Siegel principle. For this purpose we use 
the estimate 

10gH(Z) ~ GOI02NIN2) (NI log{2h l (o:d} +N210g{2h l (0:2)}) 

(1.13) 

which follows immediately from (1.10) and (1.12). 

2. Heights of Subspaces 

We suppose that the algebraic number field k has degree dover Q. 
Our notation for places of k, completions, normalized absolute values and 
heights will be identical to that which was developed in [18], section 2. 
Here we briefly review the mo~t important facts. 

If v is a place of k we write kv for the completion of k at v. Then 
dv = [kv, Qv] will denote the local degree. At each place v of k we introduce 
two absolute values I Iv and II IIv as follows: 

(i) if v I p, where p is a finite rational prime, then IIpliv = p-I, 
(ii) if v I 00 then II IIv is the usual Euclidean absolute value on 

kv = R or kv = C. 
Obviously II Ilv for v I p extends the usual p-adic absolute value. The 

absolute values II IIv and I Iv are related by II II~·/d = I Iv' If 0: E k, 
0: =f. 0, then the product formula asserts that Ilv 100Iv = 1. 

Let 

be a column vector in (kv)N. We extend our absolute value II Ilv to vectors 
by 

(i) if vloo then 
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(ii) if v I 00 then 

We also extend I Iv to vectors by setting Ii Iv = IIi II~·/ d. 

If i is a (column) vector in kN we define a height h( i) for such vectors 
by 

h(i) = II{ max IXn Iv} . 
1<n<N v --

If a i:. 0 and a E k, then by the product formula we have h(ai) = h(i). 
Thus h is an absolute height on the projective space pf -1. 

Let X = (xnm) be an N x M matrix over kv. If I ~ {I, 2, ... , N} is a 
subset of cardinality III = L, we write 

n E I , m = 1,2, ... , M , 

for the corresponding L x M submatrix. Similarly, if J ~ {I, 2, ... , M} 
with IJI = L, we write 

n = 1,2, ... , N , mE J , 

for the corresponding N x L submatrix. Now suppose that rank(X) = M ~ 
N. Then the (Z) numbers 

{det(IX):I~{1,2, ... ,N}, III=M} 

are the Grassmann coordinates of X. We use these to define the local height 
Hv(X) as follows: 

(i) if vloo then 

(ii) if v I 00 then 

If v I 00 we also have 
Hv(X) = I det X* XI~/2 

by the Cauchy-Binet formula, where X* denotes the complex conjugate 
transpose of X. If i is a (column) vector in (kv)N we write H v (i) for 
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the local height of i where we regard i as an N X 1 matrix. We note the 

identity Hv(i) = lIill~·ld = lilv • 

Let X = (xnm) be an N x M matrix with entries in k and rank(X) = 
M ~ N. In this case we may apply Hv at each place v of k. We define the 
global height H(X) by 

H(X) = II Hv(X) . 
v 

If W is an M x M nonsingular matrix over k then 

H(XW) = II{ldetWlvHv(X)} = H(X) (2.1) 
v 

by the product formula. This identity allows us to view H as a height on 
subspaces. More precisely, let X ~ kN be a vector subspace of dimension 
M, 1 ~ M ~ N. Suppose that the columns of the N x M matrix X form 
a k-basis for X. Then let Y be another N x M matrix with columns which 
form a k-basis for X. Obviously XW = Y for some M x M nonsingular 
matrix Wand by (2.1) we have H(X) = H(Y). Thus we define the height 
H(X) of the subspace X by H(X) = H(X). Our previous remarks show 
that this is well defined. Heights on vectors or one-dimensional subspaces 
occured already in a paper of Siegel [17] and were used later by Northcott 
[14] and Weil [19]. Heights on subspaces of kN were first introduced by 
Schmidt [16] who used them to formulate and prove very general theorems 
in Diophantine approximation. In fact Schmidt's height on X ~ kN would 
be equal to H(X)d, d = [k : Q], in our notation. The height we have defined 
is often described as an absolute height because it does not depend on the 
field k which contains the entries of X. 

Concerning matrices which are not of full rank we adopt the following 
convention: if X = (xnm) is an N x M matrix with entries in kv and 
rank(X) < M ~ N we set Hv(X) = o. However, if X ~ kN is the zero 
dimensional subspace X = to} we set H(X) = 1. Let X = (xnm) be an 
N x M matrix over kv or k with rank(X) = N ~ M. We extend our heights 
Hv and H to X by applying them to the transpose of X. 

The subspace X ~ kN may occur as the null space of a system of linear 
forms. Let A be an (N - M) x N matrix over k with rank( A) = N - M < N 
and such that 

X = {i E kN : Ai = O} . 

By the duality theorem of Brill-Gordan [9] (see also [10, Theorem I, p.294]) 
there exists a constant 'Y E k, 'Y 1= 0, such that for very subset I ~ 
{1,2, ... ,N}, III = M, 
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where J is the complement of I and c( J) = EjEJ j. Using the product 
formula we obtain the following duality principle: 

H(X) = II Hv(X) = II HYlvHv(A)} = H(A) . (2.2) 
v v 

Next we suppose that v is a fixed place of k and A ~ (kv)N is a 
subspace of dimension L, 1 $ L $ N. Let {a\,a2, ... ,ad be a basis for A 
as a vectorspace over kv. We write A = (al a2 ... aL) for the N x L matrix 
having at as its f!h column. Then we define an N x N matrix Pv = Pv (A) 
as follows: 

(i) if v I 00 then 
Pv = A(A* A)-l A* , 

where A* is the complex conjugate transpose if kv = C (and, of 
course, the transpose of A if kv = R). 

(ii) If v/oo we select J = Jv ~ {I, 2, ... , N} so that IJI = Land 

maxldetIAlv = IdetJAlv. (2.3) 
III=L 

Then we define 
Pv = A(JA)-lJ(lN) , 

where 1N denotes the N x N identity matrix. 

We note that in our definition of Pv at finite places v the maximum on the 
left of (2.3) may occur at several distinct subsets. For definiteness we may 
assume that the subsets I ~ {I, 2, ... ,N} with III = L are ordered in some 
way and then select J among all possibilities to be the first with respect to 
this ordering. 

If {al I, a2 I, ••• ,aL '} is another basis for A, if A' is the corresponding 
N x L matrix, then A = A'W for some nonsingular L x L matrix W with 
entries in kv. A simple calculation shows that Pv(A) = Pv(A' ). Therefore 
we may write Pv = Pv(A), since Pv depends on the subspace A and not on 
our choice of a basis for A. 

The matrix Pv acts as a projection operator onto the subspace A. In 
particular we have 

(2.4) 

and 
Pv Ii = Ii for all Ii EA. (2.5) 

The trivial verification of (2.4) and (2.5) is given in [18, section 4]. Using 
(2.4) and (2.5), or by direct calculation, we also find that 

(2.6) 
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Let M be a integer with L < M ~ N and let B be an N x (M - L) 
matrix over kv' The matrices A and B may be assembled into blocks of an 
N x M matrix C by setting 

C = (A B) . (2.7) 

If Pv = Pv(A) is projection onto the L-dimensional subspace A spanned by 
the columns of A, then we have 

(2.8) 

The identity (2.8) is proved in [18, Lemma 4] where it is assumed that 
rank( C) = M. In fact (2.8) holds generally since the local height of a 
matrix which is not of full rank is zero. 

Lemma 3. Let A ~ B ~ (kv)N be subspaces and let X be an N x M 
matrix over kv, 1 ~ M ~ N. Then we have 

Proof. We may assume that rank(X) = M, for otherwise each of the 
heights in (2.9) is zero. We will prove the second inequality in (2.9) first, 
and in doing so we may also assume that A has positive dimension. Let 

1 ~ L = dim( A) ~ N , 

and let X be the M dimensional subspace spanned by the columns of X. 
If A n X contains a nonzero vector then rank((IN - Pv(A))X) < M and 
so the second inequality in (2.9) is trivial. Hence we may assume that 
A n X = {O}. Let A be an N x L matrix having columns which span 
A. Then L + M ~ N and the matrix C = (A X) has full rank, that is, 
rank(C) = L + M. Using (2.8) we have 

(2.10) 

and by a basic inequality for heights, (see [6, equation (2.6)]), 

(2.11) 

Of course (2.10) and (2.11) show that 

(2.12) 
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Since A c B we have 

by (2.4) and therefore 

We apply (2.12) with A replaced by B and X replaced by (IN - Pv(A))X. 
We also use (2.13). It follows that 

Hv ((IN - Pv(B))X) = Hv ((IN - Pv(B)) (IN - Pv(A))X) 

~Hv((IN-Pv(A))X) , 

and this establishes the first inequality in (2.9). 

If C = (A B) is a matrix partitioned as in (2.7) then by the inequality 
referred to in our proof of Lemma 3, 

(2.14) 

We now prove a more elaborate inequality for matrices partitioned into 
three blocks. This inequality is the local form of (1.1) and will be funda­
mental for our later applications. 

Theorem 4. Let A, B, and C be three matrices with entries in kv. We 
assume that A is N X L1, B is N X L2, Cis N X L3, and L1 + L2 +L3 ~ N. 
Then we have 

Proof. Clearly we may assume that 

rank{(A B Cn = L1 + L2 + L3 . 

Let C be the subspace of (kv)N spanned by the columns of C, let B be the 
subspace of (kv)N spanned by the columns of (B C). Then C ~ B ~ (kv)N 
and by (2.8) we have 

Hv ((A B C))Hv(C) 

~ Hv ((IN - Pv(B))A) Hv ((B C))Hv(C) . 
(2.16) 
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Applying Lemma 3 and (2.8) again to the right hand side of (2.16) we find 
that 

Hv ((IN - Pv(B))A) Hv ((B C))Hv(C) 

~ Hv ((IN - Pv(C))A )Hv ((B C))Hv(C) (2.17) 

= Hv ((A C))Hv ((B C)) . 
The Theorem plainly follows from (2.16) and (2.17). 

If the three matrices A, Band C in Theorem 4 have entries in k then 
(2.15) holds at each place v and therefore (2.15) holds also for the global 
height. When we formulate this remark in terms of subspaces we obtain 
the statement of Theorem 1, which we repeat here as a corollary. 

Corollary 5. Let A ~ kN and B ~ kN be subspaces and let (A, B) denote 
the subspace of kN which is spanned over k by A U B. Then we have 

H((A,B))H(AnB) ~ H(A)H(B) . (2.18) 

Proof. Obviously we may assume that A and B have positive dimension. 
Let C = An B and assume that C has positive dimension L3 . Then we 
may select an N x L3 matrix C having columns which span Cover k. If 
A ~ B or B ~ A the inequality (2.18) is trivial so we may assume that A 
has dimension L1 + L3 and B has dimension L2 + L3, with L1 ~ 1, L2 ~ 1. 
Thus we can determine N X L1 and N x L2 matrices A and B such that A 
is spanned over k by the columns of (A C) and B is spanned over k by the 
columns of (B C). It follows that (A, B) is spanned over k by the columns 
of (A B C). The desired inequality now follows immediately from (2.15) 
and our definition of heights on subspaces. 

If C = {O} we may select A and B as above so that their columns span 
A and B respectively over k. Now the inequality (2.18) follows immediately 
from (2.14). 

Corollary 6. For i = 1,2, ... , r let Ai be an mi x N matrix over k with 
rank(A) = mi ~ N. Let B be a (L:~=1 mi) X N matrix over k formed by 
assembling the matrices A1 , A2 , .•• ,Ar as blocks: 

If B = {i E kN : Bi = O} then 

r 

H{B) ~ II H(Ai) . (2.19) 
i=l 
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Remark. If the matrix B has rank(B) = E~=l mi ~ N, then by the 
duality principle H(8) = H(B). The inequality (2.19) follows immediately 
from the analog of (2.14) for matrices which are partitioned vertically. The 
useful feature of the corollary is that we do not require the matrix B to 
have maximum rank. 

Proof. Let 

so that 
(2.20) 

and 

(2.21) 
i=l 

Since the height of any subspace of kN is greater than or equal to one, the 
inequality (2.18) implies that 

r 

H(8) ~ IT H(Ai) . (2.22) 
i=l 

We may now appeal to (2.20) to establish the corollary. 

The inequality obtained in Corollary 6 can be used to prove a slightly 
more general form of the Siegel's Lemma which was given as Theorem 12 
of [6]. 

Theorem 7. Let K be a finite extension of the number fieJd k with [K : 
k] = r. Suppose that A is an M X N matrix over K with rank(A) = M 
and Mr < N. Let A ~ kN be the subspace 

A = {i E kN : Ai = o} 
and assume that A has dimension Lover k. Then N - M r < L < N - M 
and there exist L linearly independent vectors ~~,~, ... ,~~ in A-n (Ok)N 
such that 

L 

II h(~~) ~ (Ck)L H(At . (2.23) 
l=l 

Here Ck = (~)"/dl~k P/2d where s is the number of complex places of k and 
~k is the discriminant of k. 

Proof. Since A is a subspace of kN with dimension L it follows imme­
diately from [6, Theorem 8] that there are linearly independent vectors 
......... N 
~1,6, ... ,~L in A n (Ok) such that 

L 

II h(~) ~ (cdL H(A) . (2.24) 
l=l 
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It remains to estimate H{A). 

Let F be an algebraic number field such that k ~ K ~ F, F is a 
Galois extension of k with Galois group G{F/k), and F is also a Galois 
extension of K with Galois group G( F / K). Then G{ F / K) is a subgroup 
of G( F / k) having index r. Let 0'1,0'2, ••• ,0' r be elements of G{ F / k) which 
form a set of distinct coset representatives of G(F / K) in G(F /k). For each 
O'i we write O'i{A) = (O'i(amn )) for the corresponding M x N matrix. We 
assemble these matrices as blocks of the M r x N matrix 

(2.25) 

Of course B has entries in F and each block O'i(A) has rank equal to M. 
Therefore we may apply Corollary 6 to the subspace 

and conclude that 

r 

H(8) ::; II H(O'i(A)) = H(AY . (2.26) 
i=l 

Let W1,W2, ... ,Wr be a basis for Kover k. Then each entry amn in the 
matrix A can be written in the form 

r 

amn = LWjCmn(j) 
j=l 

with each cmn(j) in k. Since 

(2.27) 

(2.28) 

it follows that a vector x in kN satisfies Ax = 0 if and only if x is a solution 
to the system 

N 

L cmn(j)xn = 0 , m=1,2, ... M, i=1,2, ... ,r. 
n=l 
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Therefore we define M x N matrices CU) for each j, 1 :$ j :$ r, by 

CU) = (CmnU)) , 

where m = 1,2, ... M indexes rows and n = 1,2, ... , N indexes columns. 
We assemble the matrices CU) as blocks of the M r x N matrix 

(
C(l)) 

D = ~~~) . 

C(r) 

If we apply the automorphisms (1i to each side of (2.28) we obtain a system 
of equations which can be written as 

nD=B, (2.29) 

where n is an Mr x Mr nonsingular matrix. In fact (2.29) is equivalent to 
[6, equation (5.18)] and n = «(1i(Wj)) ® 1M. (We define the tensor product 
of matrices below as (2.32).) Of course (2.29) shows that 

(2.30) 

and (2.28) implies that 

A { ... N ... ...} = x E k : Dx = 0 . 

Let 
x = (e~ e-; ... tL) 

be an N X L matrix with entries in k having columns which form a basis 
over k for A. In view of (2.30) the columns of X also form a basis over F 
for B. It follows that 

H(A) = H(X) = H(B) (2.31) 

since our heights do not depend on the number field containing the entries 
of X. The bound (2.23) now follows from (2.24), (2.26) and (2.31). Of 
course 

dim(A) = L = N - rank(D) 

= N - rank(B) , 

and plainly M :$ rank(B) :$ Mr. 

If the matrix B occuring in (2.25) has rank(B) = Mr then L = N -Mr 
and (2.23) can be replaced by the sharper bound 

N-Mr 

II h(e~):$ (Ck)N-Mr H(B) . 
i=1 
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This is the form of Siegel's Lemma given as Theorem 12 of [6]. The advan­
tage of our Theorem 7 is that we make no assmption concerning the rank 
of B. This is especially convenient in our application to the problem of 
constructing polynomials in two variables with prescribed vanishing. 

Next we consider heights on tensor products. Let A and B be N1 x M1 
and N2 x M2 matrices respectively with entries in kv. We denote by A®B 
the tensor (or Kronecker) product of A and B. That is, A ® B is the 
N1N2 x M1M2 matrix 

a1M1 B ) a2Ml B 

aN1MlB ' 

(2.32) 

where A = (anm ). Alternatively, 

where rows are indexed by ordered pairs (n1,n2), 1 :S n1 :S Nt, 1 :S n2 :S 
N2, and columns are indexed by ordered pairs (m1' m2), 1 :S m1 :S Mt, 
1 :S m2 :S M 2 . The arrangement of rows and columns is determined by 
(2.32). Basic properties of the tensor product of matrices are given in [11, 
section 8.2]. 

Theorem 8. Let A and B be N1 x M1 and N2 x M2 matrices respectively 
with entries in kv. If 1 :S M1 :S N1 and 1 :S M2 :S N2, then 

(2.33) 

Proof. Since rank(A ® B) = rank(A) rank(B) the identity (2.33) holds 
with both sides equal to zero if either rank(A) < M1 or rank(B) < M2. 
Therefore we may assume that both A and B have full rank. 

If v I 00 we have 

1 1
1/2 

Hv(A®B)= det{(A®B)*(A®B)} v 

1 1
1/2 

= det{ (A* ® B*)(A ® B)} v 

1 1
1/2 = det{ A * A ® B* B} v 

1 1
1/2 = det{A* A}Ml det{B* B}Ml v 

= Hv(A)M2 Hv(B)Ml . 
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If v/oo we select I ~ {I, 2, ... , Nil, J ~ {I, 2, ... , N2 } so that III = MI , 

IJI = M 2 , IdetJAlv = Hv(A) and IdetJBlv = Hv(B). It follows that 

Hv(A 0 B) ~ I det{ JxJ(A 0 B)} Iv 

= I dethA 0 JB}lv 

= I det(JA)M2 det(JB)Mt 

= Hv(A)M2 Hv(B)Ml . 

To obtain an upper bound we note that 

Hv(A 0 B) = Hv (A(JA)-I(JA) 0 B(JB)-I(JB») 

= Hv ((A(JA)-10 B(JB)-I)(JA 0 JB») 

= Hv (A(JA)-I 0 B(JB)-I) I det{JA 0 J B} Iv 
= Hv (A(JA)-I 0 B(JB)-I)Hv(A)M2 Hv(B)Ml . 

(2.34) 

(2.35) 

Finally we claim that the matrices A(JA)-I and B(JB)-I have entries in 
the ring 

Ov = {a E kv : lalv :$ I} . 

In fact this was shown already in the proof of [18, Lemma 7]. From the 
definition of the tensor product we find that the entries of A(JA)-I 0 
B(JB)-I and hence the Grassmann coordinates of this matrix are in Ov. 
Thus we have 

Hv(A(JA)-10 B(JB)-I) :$ 1 (2.36) 

and therefore (2.33) follows from (2.34), (2.35) and (2.36). 

3. Submodular Functions 

Let (C, A, V) be a lattice. That is, C is a set and A and V are bi­
nary, associative, commutative, idempotent operations defined on C X C. 
A function f : C --- R is submodular if the inequality 

f(x V y) + f(x A y) :$ f(x) + f(y) (3.1 ) 

holds for all points x and y in C. We say that f is a modular function 
if (3.1) holds with equality for all points x and y in C. A wide variety of 
examples, results and applications of submodular functions can be found 
in [2], [12], and [13]. 
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Suppose, for example, that C is the set of all subspaces of the k­
vectorspace kN. If A and Bare subspaces let A V B = (A, B) (that is, 
A V B is the subspace spanned over k by A U B) and A 1\ B = An B. It 
is well known that (C, 1\, V) forms a lattice and Corollary 5 shows that the 
function 

I(A) = log H(A) 

is sub modular on C. 
Throughout the remainder of this section we will restrict our attention 

to the finite distributive lattices (P(8), u, n). Here 8 is a finite set, P(8) 
is the collection of all subsets of 8 and the binary operations are union 
and intersection. It is known (see [1, p. 59]) that every finite distributive 
lattice is isomorphic to a sublattice of (P(8), u, n) for an 8 of suitable finite 
cardinality. Thus a function 1 : P(8) -- R is submodular if 

I(I U J) + I(I n J) ~ I(I) + I(J) (3.2) 

for all subsets I ~ 8 and J ~ 8. Also, throughout this section we will 
assume that submodular functions 1 : P(8) -- R satisfy the additional 
condition that 

1(0) = ° . (3.3) 

If 9 : P(8) -- R satisfies (3.2) then I(I) = g(I) - g(0), I ~ 8, plainly 
satisfies (3.2) and (3.3). Thus there will be no significant loss of generality 
in assuming that submodular functions on P(8) satisfy both (3.2) and (3.3). 

If 8 is a finite set, a measure J.l on P(8) is a function J.l : P(8) -­
[0,00) which is modular and satisfies Jl(0) = 0. Obviously a measure Jl is 
determined by its values on singletons. If Jl : P(8) -- [0,00) is a measure 
and I ~ 8 then 

J.l{I) = l:J.l({i}) . 
iEI 

Let 8 and T be two finite sets. We assume that 

Jl: P(8) -- [0,00) and II: P(T) -- [0,00) 

are measures and 

d : P(8) -- Rand e: P(T) -- R 

are submodular functions. We wish to use the two triples (8; Jl, d) and 
(T; II, e), which consist of a finite set, a measure, and a submodular function, 
and construct from them a new triple (8 x T; 11, J) where 11 is a measure 
on P{8 x T) and 1 is a submodular function on P(8 X T). Moreover, we 
desire that for each I ~ 8 and J ~ T we have 

11(1 x J) = Jl(1)II(J) 
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and 
I(I x J) = d(I)v(J) + jl(I)e(J) . (3.4) 

The existence and uniqueness of TJ is trivial. Indeed, TJ is simply the usual 
product measure of analysis. In this very elementary situation it is given 
by 

TJ(K) = L jl({i})v({j}) (3.5) 
(i,j)eK 

for all K ~ SxT. The existence ofa submodularfunction I: P(SxT) -+ R 
satisfying (3.4) is more complicated and, it turns out, not unique. As we will 
see, the submodular function I which we construct here satisfies a certain 
extremal condition and this makes it useful in our later applications. 

We begin by constructing a submodular function 11 : P(S x T) -+ R 
which satisfies 

It (I x J) = d(I)v( J) (3.6) 

for all rectangles Ix J ~ SxT. If K ~ SxT and K = 0 we set It(K) = O. 
If K ::p 0 then K can be represented as a union of nonempty rectangles: 

M 

K = U (Im x Jm) . (3.7) 
m=1 

Of course K may have many representations in this form. However, we now 
require that the sets It, h ... , 1M be distinct and that the sets Jl, h, ... , 
JM be disjoint. It is easy to prove that every nonempty set K ~ S x T 
has such a decomposition and that it is unique up to a permutation of the 
rectangles 1m X Jm. Having determined such a unique representation we 
set 

M 

It(K) = L d(Im)v(Jm) . (3.8) 
m=1 

It is clear that It is well defined and it is also clear that It satisfies (3.6) 
when K is a rectangle. 

Lemma 9. Let It, ... , IN be subsets of S and let J1 , ..• , J N be a dis­
joint collection of subsets of T (but possibly some of the sets It, ... , IN, 
It, ... , IN are empty). If 

N 

K = U(In x I n ) (3.9) 
n=1 

then 
N 

It(K) = L d(In)v(Jn) . (3.10) 
n=1 
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Proof. In fact neither (3.9) nor (3.10) are changed if empty rectangles are 
removed from the collection II x It, ... , IN X IN. Thus without loss of 
generality we may assume that each set In and In is not empty. Then by 
reordering the rectangles if necessary we may suppose that It, 12 , ••. , 1M 
are distinct and that among the subsets It, ... , IN there are exactly M 
distinct subsets of S. Now set 

N 

J:n = U I n , 
n=1 

I .. =Im 

where m = 1,2, ... ,M. Obviously Jf, J~, . .. ,JM are disjoint and no J:n is 
empty. As 

M 

/{ = U (Im x J:n) 
m=1 

is the unique representation of /{ used in the definition of It we have 

M 

h(/{) = L d(Im)lI(J:n) 
m=1 

M N 

= L d(Im) L lI(Jn) 
m=1 n=1 

1m =1 .. 

N M 

= ; { ]; d(Im) }lI(Jn) 

Im=l" 

N 

= L d(In)lI(Jn) . 
n=1 

This proves the lemma. 

Theorem 10. The function fl : P(S x T) -+ R is submodular. 

Proof. Let 

M N 

/{ = U (Im x Jm) and L = U (I~ x J~) 
m=1 n=1 

(3.11) 

be two nonempty subsets of S x T. In (3.11) we assume that It, 12 , ••. , 1M 
are distinct and nonempty and that It, h, ... , J M are disjoint and non­
empty. We make a similar assumption on the representation of L. It 



512 THOMAS STRUPPECK AND JEFFREY D. VAALER 

follows that 
M N 

K n L = U U (Im n I~ x Jm n J~) 
m=1 n=1 

and that 

Jm n J~ , m = 1,2, ... , M , n = 1,2, ... "N 

is a disjoint collection of sets. Also, it is easy to check that 

M N . 

U{,hI1 n~1 (Im U I~ x Jm n J~) } 

UCQ, (r. x {J~ \ Q, Jm }) } . 

Since J1, J2, ... , JM and Jf, J2, ... , I N are both disjoint collections we find 
that the collection consisting of 

N 

Jm \ U J~ , m= 1,2, ... ,M, and 
n=1 

JmnJ~, m= 1,2, ... ,M, n= 1,2, ... ,N, and 

M 

J~ \ U Jm , n = 1,2, ... ,N , 
m=1 

is also a disjoint collection of subsets of L. Obviously some of the sets in 
these disjoint collections may be empty. However, by Lemma 9 we have 

M N 

ft(K n L) = L: L: d(Im n I~)v(Jm n J~) (3.12) 
m=1 n=1 

and 

ft(K U L) = t, d(Im)V(Jm \ 9, J~) 
M N 

+ L: L: d(Im U I~)v(Jm n J~) (3.13) 
m=1 n=1 



HEIGHTS OF ALGEBRAIC SUBSPACES 513 

As d is submodular it satisfies 

d(Im U I~) + d(Im n I~) ~ d(Im) + d(I~) . (3.14) 

Combining (3.12), (3.13), (3.14) and using the fact that v is nonnegative 
valued, we deduce the inequality 

fl(I< U L) + fl(K n L) 
M N M N 

~ ,?; d(Im)V(Jm \ ld/~) + ,?;?; d(Im)v(Jm n J~) 
M N N M 

+ ,?; ~ d(I~)v(Jm n J~) + ~ d(I~)v(J~ \ m~l Jm) 

N M N M 

+ ?; d(I~)V( {~1 Jm} n J~) + ?; d(I~)V(J~ \ m~l Jm) 

= h(I<) + It(L) . 

Of course this is exactly the condition (3.2) that It be submodular (the 
condition (3.3) being included in the definition of It). 

We define a second function h : P(S x T) -+ R in a similar manner 
but with the roles of Sand T reversed. Thus if K ~ S x T and K = 0 we 
set h(K) = o. If K =f 0 we represent K as 

N 

K = U(In x I n ) 

n=l 

where 11 ,12 , ... ,IN are disjoint nonempty subsets of Sand J1 , h, ... ,J N 
are distinct nonempty subsets of T. As before this representation is unique 
apart from a permutation of the rectangles Ii x h, ... ,IN X J N. Then we 
set 

N 

h(K) = L ll(In)e(Jn) (3.15) 
n=l 

so that by our remarks h is well defined. If K = I x J is a non empty 
rectangle then 

h(I x J) = 1l(I)e(J) . (3.16) 



514 THOMAS STRUPPECK AND JEFFREY D. VAALER 

Applying Theorem 10 with 8 and T interchanged we find that h is also 
submodular. Finally we define f : P(8 x T) ---+ R by 

f(K) = It(K) + h(K) . (3.17) 

Then f is plainly submodular and, in view of (3.6) and (3.16), the function 
f satisfies (3.4). 

We define a submodular triple to be a finite set 8 together with a 
measure I' : P(8) ---+ [0,00) and a submodular function d : P(8) ---+ R. If 
(8; 1', d) and (T; v, e) are two submodular triples we write I' x v = TJ for the 
product measure given by (3.5), d x v = It for the product submodular 
function given by (3.S), and I' x e = h for the product submodular function 
given by (3.15). Then (8 x T, TJ, f) is also a submodular triple where f = 
It + h = d x v + I' x e. Next we will show that f satisfies an extremal 
property. For this we need a further definition. A subset K ~ 8 x T is said 
to be coherent if it is either empty or it can be represented as a union of 
nonempty rectangles, 

M 

K = U (1m X Jm) , (3.1S) 
m=l 

such that the sequence {Im}~=l is either monotone increasing or mono­
tone decreasing, and the sequence {Jm}~=l is either monotone increasing 
or monotone decreasing. Of course if {lm}~=l and {Jm}~=l are both 
increasing or if they are both decreasing then K is in fact a rectangle. 

Theorem 11. Let (8;1', d) and (T; v, e) be two submodular triples and let 

9 : P(8 x T) ---+ R be a submodular function. If 

g(l x J) = f(l x J) (3.19) 

for all rectangles I x J ~ 8 x T, where f = d x v + I' x e, then 

g(K) ~ f(K) (3.20) 

for all coherent sets K ~ 8 x T. 

Proof Without loss of generality we may assume that K is not empty and 
that K is not a rectangle. Then K is given by (3.1S) and we may assume 
that M ~ 2, 

h ~ h ~ ... ~ 1M, 

J1 2 J2 2···2 JM . 
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If Rm = 1m X Jm then for each integer L, 1 ~ L ~ M -1, we have 

L 

= U ((Il n 1£+1) X (It n 1£+1)) 
l=l 

L 

= U(Il X 1£+d 
(=1 

= 1£ X 1£+1 

= RL nRL+1 • 

As g is submodular we deduce that 

Then we write (3.21) as 

and iterate the inequality (3.22) using L = M - 1, M - 2, ... ,1. In this 
way we find that 

M M M-1 

g(I<) = g (~1 Rm ) ~ 1=1 g(Rm) - 1=1 g(Rm n Rm+1 ) • (3.23) 

Next we will show that there is equality in the inequality (3.23) when 
g is replaced by the submodular function It = d X II or by h = JJ X e. We 
give the argument for this only in the case of It as the argument for h is 
very similar. We have 

M M 

I< = U Rm = U (Im X (Jm \ Jm+d) 
m=l m=l 
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where J M+1 = 0. Since the sequence of sets {Jm \ Jm+d~=l is disjoint we 
may apply Lemma 9 to deduce that 

M 

= L: d(Im)v(Jm \ Jm+1 ) 

m=l 

M M-l 
= L: d(Im)v(Jm) - L: d(Im)v(Jm+d (3.24) 

m=l m=l 

M M-l 
= L: h(Rm) - L: h(Im X Jm+d 

m=l m=l 

M M-l 
= L: h(Rm) - L: h(Rm n Rm+l) . 

m=l m=l 

Finally, we recall that t = h + !2 and therefore (3.24) implies that 

(3.25) 
M M-l 

= L: teRm) - L: t(Rm n Rm+d . 
m=l m=l 

Since teRm) = geRm) and t(Rm n Rm+d = geRm n Rm+d the desired 
inequality (3.20) follows immediately from (3.23) and (3.25). 

Before considering applications of Theorem 11 we briefly remark on the 
results of this section. Obviously it would be of interest to prove Theorem 
11 for a wider class of subsets J{. In fact this can be done for certain 
special subsets which are not in general coherent. Suppose for example that 
{Im}~=l is a sequence of disjoint, nonempty subsets of S and {Jm}~=l is 
a sequence of disjoint, nonempty subsets of T. Let t and g be as in the 
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statement of Theorem 11 and set Ko = U~=l (Im X Jm). Then 

M 

g(Ko) ~ l: g(Im x Jm) 
m=l 

M 

= l: {h(Im x Jm) + h(Im x Jm)} 
m=l 

= 11 (Ko) + h(Ko) 

= I(Ko) , 
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and therefore the conclusion of Theorem 11 holds. It is easy to see, however, 
that Ko is not necessarily coherent. At present it is an open problem to 
determine the precise collection of subsets K ~ S x T for which Theorem 
11 holds. 

Another interesting problem is to identify special submodular triples 
for which the conclusion of Theorem 11 holds for all subsets K ~ S x T. In 
the remainder of our paper we consider submodular functions which occur 
as the logarithm of the height of certain matrices. Such special submodular 
functions may satisfy additional conditions which can be used to establish 
a stronger from of Theorem 11. 

4. An Inequality for Heights 

In this section we give an example of two submodular triples and a 
submodular function g which satisfy the hypotheses of Theorem 11. Let S 
and T be finite, nonempty sets. Let A be an lSI x lSI nonsingular matrix 
with entries in an algebraic number field. We assume that the rows and 
columns of A are indexed by the elements of S. Similarly, we suppose that 
B is a ITI x ITI nonsingular matrix with entries in the same number field. 
Obviously the function I - III which maps a subset I ~ S to its cardinality 
is a measure on P(S). Next we define t.p : P(S) - R by 

t.p(I) = log H(JA) . 

By Corollary 5 the function 'P is submodular on P(S) and so (S; I I, t.p) 

is a submodular triple. Similarly, we define 1/; : P(T) - R by 1/;( J) = 
log H(JB) and then (T; 1 I.1/;) is a submodular triple. By Theorem 10 the 
functions 11 = t.p x 1 I. 12 = 1 1 x 1/;, and 1 = t.p x I I + I I x 1/; are 
all submodular on P(S x T). Of course the product measure I I x I I on 
P(S x T) is again the cardinality of a subset and we continue to denote it 
by I I· If I x J ~ S x T is a rectangle then by (3.4) we have 

I(I x J) = IJllog H(J A) + IIlIog H(J B) . (4.1 ) 
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If K ~ S x T is an arbitrary subset then f(K) is defined by (3.8) and 
(3.15). 

From (2.32) we recall that (A ® B) is an lSI ITI x lSI ITI matrix 
having rows and columns indexed by S x T. If K ~ S x T we define 
g: P(S x T) ~ R by 

(4.2) 

Again Corollary 5 shows that 9 is submodular on P(S x T). If I x J ~ S x T 
is a rectangle then by Theorem 8 we have 

g(1 x J) = log H (IxJ(A ® B)) 

= logH((IA) ® (JB)) 

= IJllogH(IA) + IIllogH(JB) 
= f(I x J) . 

Thus we have shown that the submodular triples (S; I I, 't') and (T; 1 I, tP) 
and the submodular function 9 : P(S x T) ~ R defined by (4.2) satisfy the 
hypotheses of Theorem 11. Obviously this proves the following result. 

Theorem 12. Let f and 9 be submodular functions on P(SxT) as defined 
in this section. If K ~ S x T is a coherent subset then g(K) ~ f(K). 

5. Proof of Theorem 2 

We will need to estimate sums by integrals and for this purpose it will 
be convenient to use the following lemma. 

Lemma 13. Let N ~ 0 be an integer, let (3 and 'Y be real numbers, and 
suppose that F : R ~ R is an absolutely continuous function. Then 

N N 

I ~ F([(3n + 'Y]) -1 F((3x + 'Y) dxl ~ 1 IF II 00 + N( !1(31 + 1) IIF'lIoo , 

where II 1100 is the sup norm. 
N 

Proof. Let L: * denote a sum in which the terms corresponding to n = 0 
n=O 

and n = N are each multiplied by the factor 1/2. Since F((3x + 'Y) is 
absolutely continuous we have 

~F((3n + 'Y) + ~F((3(n + 1) + 'Y) 

= I n+1 
(:x{F((3x+'Y)(x-[x1-!)}) dx 

In+1 In+l 
= n F((3x+'Y)dx+(3 n F'((3x+'Y)(x-[xl-~)dx. 
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Summing this identity over n = 0,1,2, ... , N - 1 we find that 

N N 

~: F(,8n + r) -10 F(,8x + r) dx 

(5.1) 

= ,8 ioN F'(,8x + r)(x - [xl - i) dx . 

It follows using (5.1) that 

N N I?; F{[,8n + rD -10 F(,8x + r) dxl 

$ iIF([r))1 + ~1F([,8N + r))1 

N 

+ II:' {F([,8n + r)) - F(,8n + r)} I 
n=O 

N N 

+ II:' F(,8n + r) -1 F(,8x + r) dxl 
n=O 0 

N, rf3n+"Y 
$ I IF II 00 + I: JI, IF'(x)1 dx 

n=O [f3n+"Y] 

+ 1,81 ioN 1F'(,8x + r)(x - [xl - ~)I dx 

$ 11F1l00 + NIIF'lIoo + ~1.B1N11F'1I00 , 
and this proves the lemma. 

We now proceed with the proof of Theorem 2. If N ~ 1 is an integer 
and a is an algebraic number we set 

SN={0,1,2, ... ,N-l} . 

We also define an N x N matrix A( a, N) by 

where mE SN indexes rows and n E SN indexes columns. It is clear that 
A(a,N) is upper triangular and satisfies det{A(a,N)} = 1. If I ~ P(SN) 
we set 
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so that (SN; I I, epa) is a submodular triple. 
If al and a2 are algebraic numbers, if Nl ~ 1 and N2 ~ 1 are integers 

we may apply Theorem 11 to the pair of submodular triples (SN1; I I, <Pal) 
and (SN2; I 1,<Pa2)' As in section 4 let g: P(SNl x SN2) -+ R be defined 
by 

then g(A) ::; I(A) whenever A ~ SNl X SN2 is a coherent subset. In 
particular, if r = r(9l , 92 , N l , N2) is defined by (1.2) then it follows easily 
that r is coherent and 

where Z is defined by (1.3). Thus we have 

logH(Z) = g(r)::; I(r) = It(r) + l2(r) , (5.2) 

where It = <Pal X I I and 12 = I I x <Pa2' 

To complete the proof we must estimate It (r). Of course a similar 
estimate holds for 12(r) and when these estimates are combined with (5.2) 
we obtain the desired inequality (1.10). We write [x] for the greatest integer 
less than or equal to x and (x) for the greatest integer strictly less than x. 
In general It is defined by (3.8) and therefore we write r as 

It follows that 

(5.3) 

If M is an integer, 1 ::; M ::; Nl , then by an inequality of Bombieri and 
Vaaler [7, Theorem 4] we have 
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where 4>0:1 is defined by (1.9). When (5.3) and (5.4) are combined with the 
trivial identity (x) = -[-x] - 1 we obtain the bound 

(5.5) 

In order to estimate the right hand side of (5.5) we apply Lemma 13 with 
F(x) = (NI)24>0:1 (-N1Ix), (3 = 81NI(82N2tl and"Y = -8I NI . This leads 
to the inequality 

h(r) ~ (Nt}282N21I 4>0:1(Olx)dx 
(5.6) 

+ (Nt} 2 114>0:1 1100 + N1{tOlNl + 02N2)114>~11100 . 

A brief calculation shows that 

and 

Now (5.6) implies that 

Finally, an identical bound holds for h(r) but with the indices 1 and 2 
reversed. Combining estimates for h(r) and h(r) and (5.2) proves the 
theorem. 

6. The Thue-Siegel Principle 

In this section we briefly indicate how our polynomial construction can 
be used to obtain a basic result - the Thue-Siegel principle - on rational 
approximation of algebraic numbers. The method we follow here is due to 
Bombieri [3]. Our purpose is to show how (1.13) can be applied and so 
some arguments are only sketched. Further details can be found in [3] and 
[5]. 

Let J{ be a finite extension of the number field k, [I( : k] = r, r ~ 3, 
and let v be a fixed place of k. We assume that J{ has an embedding in 
the completion kiJ • Then we may identify J{ with its embedding in kiJ and 
if a generates J{ over k we may ask how well a can be approximated by 
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elements /3 E k with respect to the normalized absolute value I Iii on kii. 
To begin with we have the Liouville bound 

In fact, the inequality (6.1) can be sharpened in various ways. By the well 
known result of K.F. Roth [15], generalized to the present situation, for 
every c > 0 there exists a constant Co > 0 so that 

for all /3 E k. However, the constant Co in this inequality cannot be effec­
tively computed from knowledge of 0: and c. Thus an important problem 
is to sharpen the Liouville bound (6.1) in such a way that all constants can 
be effectively computed. 

Now suppose that 0:1 and 0:2 are both generators of I< over k (and we 
do not exclude the possibility that 0:1 = 0:2). Since there is no significant 
difference in approximating O:i or (O:i t 1 by elements of k, we will assume 
that Io:;jii ~ 1 for i = 1,2. Next we suppose that /31 and /32 are elements of 
k with 

100i - /3dii < 1 , i = 1,2. (6.2) 

For R > 0 we define 

log{ 100i - /3i Ii 1 } 
T/i = T/i(R) = log{4h1(/3i)} + Rlog{2h1(O:i)} (6.3) 

so that 

(6.4) 

for i = 1,2. Obviously T/i(R) is a positive decreasing function of Rand 
the Liouville bound shows that T/i(r) < r. The Thue-Siegel principle as­
serts that, under suitable conditions, the product T/1(r)T/2(r) is not much 
larger than 2r. Therefore, if a pair (0:1,/3I) can be found such that T/1(r) 
is approximately r then for all other pairs (0:2, (32)' subject to suitable con­
ditions, the value of T/2(r) will be not much larger than 2. In practice we 
actually bound the product T/1(R)T/2(R) and then choose the parameter R 
so as to optimize the result. Also, for technical reasons it is often necessary 
to select R somewhat larger than r and this inevitably weakens the final 
estimates. We now give a precise formulation of these remarks. 

Theorem 14. Let I<,k,r,v,0:1,0:2,/31 and /32 be as above. Let 6 and R 
be positive real numbers satisfying the inequality r + tr2 R6 < R. If 

log{4h1(/3I)} + Rlog{2h1(0:I)} < 6 
log{4h1(,82)} + Rlog{2h1(0:2)} 

(6.5) 
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2r(R + 1) 
T/l(R)T/2{R):::; {Rl/2 _ (r+ ~r2R6)1/2p , 

where T/l{R) and T/2{R) are defined by (6.3). 

523 

(6.6) 

Before proving Theorem 14 we consider one of its implications. With 
al and f3l as above we set 

. { 2r{R + 1) } 
III = mf T/l{R){Rl/2 _ rl/2)2 , (6.7) 

where the infimum is taken over all R such that r < R. If III < r we 
say that (al,f3l) is an anchor pair for the data K,k and v. In certain 
special cases anchor pairs have been constructed by Bombieri [3], [5] and 
by Bombieri and Mueller [4]. For arbitrary K, k and V, subject to the 
condition that K have an embedding in kv, there is no general method 
known for constructing anchor pairs and in fact it is not known that they 
always exist. Their importance arises from the following corollary. 

Corollary 15. If (al, f3I) is an anchor pair for the data K, k and v, then 
III is an effective measure of irrationality for all generators a2 of Kover k 
with respect to the absolute value I Iv. 
Proof of the Corollary. Let a2 generate Kover k and let f32 E k. Without 
loss of generality we may assume that la21v :::; 1 and la2 - f321v < 1. If € > 0 
we must determine constants 

i = 1,2 , 

(6.8) 

It is trivial that the infimum on the right of (6.7) is achieved at a number 
Rl > rand Rl can plainly be calcuated from the anchor pair (al, f3I). 
With € > 0 we may determine 6 > 0 so that r + ~r2 R l 6 < Rl and also 

Obviously 6 can be computed from al, f3l and €. We set 
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and 

(6.11) 

If hi (!32) > Ci then the inequality (6.5) holds. It follows that (6.6) also 
holds with R = Ri . In view of (6.9) we find that 

and therefore 

That is, the inequality (6.8) has been established with Ci and C2 given by 
(6.10) and (6.11) respectively. 

We now outline the proof of Theorem 14 following the method of 
Bombieri [5] but incorporating our general inequality (1.13). To begin 
with we may assume that 2 ~ TJi(R) for i = 1,2, since TJi(R) ~ TJi(r) < r for 
each j = 1,2, by the Liouville inequality and the right hand side of (6.6) is 
already larger than 2r. Next we select positive parameters Oi, i = 1,2, by 
setting 

(6.12) 

Since 2 ~ TJi(R) ~ TJi(r) < r it follows immediately that Oi < 1 for i = 1,2. 
Finally, we select positive integers Ni, i = 1,2, by 

(6.13) 

where N is a large positive integer. Since 

lim N2 = log{4h i (Jh)} + Rlog{2hi(o:t}} < 8 
N-oo Ni log{4h i (,82)} + Rlog{2hi (O:2)} 

we may suppose that N is so large that N2 ~ 8Ni . Later we will let 
N ---? 00. 

Let r be defined by (1.2), Z be defined by (1.3), and let 

be the subspace defined by (1.5). As before we identify the vectors in X 
with the vector of coefficients of polynomials P(Xi' X2) in k[xl, X2] which 
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satisfy degx1 (P) :::; N1 -1, degx2 (P) :::; N2 -1 and the vanishing conditions 
(1.4). If P is in X and if P satisfies the condition P(f31, f32) f. 0 then 

min (91N1Iog{If31 - Q11;;-1} , 92N2Iog{If32 - Q21;;-1}) 

:::; log(N1N2 ) + log h(P) + N1log{ 2h1(f3t}} + N2log{ 2h1(f32)} . 
(6.14) 

This follows from the product formula as in [5, p.39]. In order to apply 
the inequality (6.14) we must verify the condition P(f31,f32) f. 0 and this 
is a decidedly nontrivial step. To accomplish it we apply Dyson's Lemma 
[5, pAl] with t = (9192)1/2 and 9 = (91/92)1/2. It follows that for each 
polynomial P in X which is not identically zero there exists a lattice point 
ii = ii( P) in r such that 

(D(n 1 ,n2 ) P)(f31,f32) f. 0 . (6.15) 

Moreover, the lattice point ii is such that the quantity 

n1 n2 
K, = K,(P) = 91N1 + 92 N2 

satisfies 

( rN1 + ~(r - l)r(R + 1)N2 ) 1/2 
K, < RN1 

Using the inequality N2 :::; ON1 and the hypothesis of the theorem we find 
that 

(
r + ~r2 RO) 1/2 

K, < R < 1 . (6.16) 

In view of (6.16) we may apply the basic inequality (6.14) to the polynomial 
(D(n"n 2 )p)(X1,X2). But now the vanishing condition 

(D(m"m 2 )(D(n"n2 ) P))(Q1, (2) = 0 

holds only for 

or equivalently for 

(6.17) 

Also, the height of (D(n"n 2 )p)(X1,X2) may be somewhat larger than the 
height of P. A simple calculation shows that 

h(D(n"n 2 )p):::; (~:) (~:)h(P) 
(6.18) 

:::; 2N,+N 2 h(P) . 
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Thus when we apply (6.14) to the polynomial (D(nt,n,) P)(Z1' Z2) and take 
(6.16), (6.17) and (6.18) into account we find that 

( 1 _ {r + ~2 Rli } 1/2) 

min(91N1Iog{I,81 - a11~1}, 92N2Iog{I,82 - a21~1}) 

~ log(N1N2) + log h(P) + N1log{ 4h1(,81)} + N2{ 4h1(,82)} . 
(6.19) 

The inequality (6.19) holds for any nontrivial polynomial P in X . .The 
bound (1.7), which follows from Theorem 7, implies that there exists a 
nontrivial polynomial P1 in X such that 

rlogH(Z) 
logh(PI} ~ logcl: + L 

rlogH(Z) 
~ logcl: + N1N2 - rlfl . 

From the estimate (1.13) we conclude that 

log h( PI} ~ log Cl: 

(6.20) 
To complete the proof we use the polynomial P1 in (6.19), apply the esti­
mate (6.20), and let N -+ 00. We have 

and therefore 

(6.21) 

When we combine (6.12) and (6.21) we obtain the desired inequality (6.6). 
This proves the theorem. 
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The Abstract 

Prime Number Theorem 

For Algebraic Function Fields 

WEN-BIN ZHANG 

Dedicated to Professor Paul Bateman on his seventieth birthday 

O. Introduction 

The main purpose of this paper is to establish the "abstract prime num­
ber theorem" for algebraic function fields. This theorem has its original 
motivation in enumeration theorems on algebraic function fields and has 
been investigated by several authors [4,7,8,9]. 

Let C be an algebraic curve of genus g defined over the Galois field GF[q] 
of q elements. Let Nm be the number of points of C (including those at 
infinity) with coordinates in G F[qm]. A well-known theorem of A. Weil 
[13] states that 

2g 

N m = qm - L ai + 1 
i=l 

where the ai are algebraic integers with lad = q~. In [3], Bombieri ob­
tained an analogue for the curve C of Selberg's formula in classical prime 
number theory. Using this formula and a lemma of Wirsing, he gave a more 
elementary proof of the purely asymptotic conclusion N m '" qm. Andrews 
[1] followed his method. 

In [9], Knopfmacher, motivated by the works of Bombieri, Fogels [7], 
Reichardt [12], and himself [10], developed the concept of an additive 
arithmetic semigroup satisfying Axiom A#. We recall that an additive 
arithmetic semigroup G is, by definition, a free commutative semigroup 
with identity element 1 such that G has a countable free generating set P 
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of "primes" p and such that G admits an integer-valued degree mapping 
8 : G --+ N U {o} satisfying: 

(1) 8(1) = 0 and 8(p) > 0 for all pEP, 
(2) 8(ab) = 8(a) + 8(b) for all a,b E G, and 
(3) the total number G(n) of elements of degree n in G is finite for each 

n;::: o. 
According to Knopfmacher, G satisfies Axiom A # if there exist constants 
A> 0, q> 1, and v with 0 ~ v < 1 such that 

Knopfmacher [9] proved an abstract prime number theorem for algebraic 
function fields ;which seeks to cover the main asymptotic consequences of 
the works mentioned above. The theorem states that, for any a > 1, 

where P( n) is the total number of primes of degree n in G. In his paper, he 
gave two proofs, one by complex analysis and one by elementary methods. 
His elementary proof also followed Bombieri's method. 

However, Knopfmacher's proof by complex analysis does not show that 
the generating function 

00 00 

Z#(y) := L G(n)yn = II (1- ym)-P(m) (0.1) 
n=O m=l 

has no zeros on the circle Iyl = q-l. Also, Bombieri's use of Wirsing's 
lemma in his argument is not valid l . We shall give two examples in Section 
4 to establish these claims. 

Therefore, the abstract prime number theorem (henceforth, P.N .T.) is 
in question. A condition which guarantees that Z#(y) has no zeros on 
Iyl = q-l is needed and we shall give one in Theorem 3.1. This theorem 
is sharp in the general case. Moreover, we shall give three versions of the 
abstract prime number theorem, i.e., Theorems 2.3 and 2.5, which assume 
the nonvanishing of Z#(y) on Iyl = q-l, and Theorem 3.6, without the 
assumption. The last one gives rise to the problem of determining the 
quantity (J in the remainder term more precisely in terms of v (see (3.7)). 

1 Professor Bombieri has commWlicated to us another elementary proof for N m N qm 

that avoids the objection cited here. This result will appear in Rend. Sc. fis. mat. e 
nat.-Lincei. 
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We shall give an example in Section 5 to show that, in the general case, 
there is not too much we can say about this. 

In the following discussion, we need the function A( a) defined on G by 

( { 8(p), if a is a prime-power pr :f 1, 
A a) = 

0, otherwise, 

which is the analogue for G of the von Mongoldt function in classical prime 
number theory. We put 

A(m) = L A(a) = L 8(p), 
8(a)=m pEP,r~l 

8(pr)=m 

the counterpart of the number Nm for an algebraic curve C. Therefore, we 
have 

A(n) = L ~P(~) 
r r 

rln 

and by the Mobius inversion formula, 

nP(n) = L A(r)Jl( ;), 
rln 

where Jl is the Mobius function on N. This shows that instead of inves­
tigating P(n) we may study A(n). In particular, we shall discuss the up­
per estimate for A( n) and show briefly how to deduce Chebyshev type and 
Mertens type estimates as well as Bombieri's analogue of Selberg's formula. 

The author thanks Professor K.-H. Indlekofer for drawing attention to 
this subject through his lecture at the Bateman Conference and a preprint. 
The author also extends thanks to Professor H. G. Diamond for his com­
ments. 

1. The upper estimate for A( n) 

Here we shall study the upper estimate for A( n) from which we can 
deduce Chebyshev type estimates for algebraic function fields. Chebyshev 
showed that there exist numbers a > 0 and (3 < 00 such that the weighted 
prime counting function t/J satisfies 

a ~ liminf t/J(x) , 
x_oo X 

limsup t/J(x) ~ {3. 
x-oo X 

The prime number theorem asserts that a = {3 = 1. 
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In the following discussion, for brevity, we shall use additive convolution 
of arithmetic functions. Let I(n) and g(n) be two arithmetic functions 
defined for all non-negative integers. The function hen) defined by setting 

R 

h(n) = LI(k)g(n-k), n=0,1,2, .... 
k=O 

is called the additive convolution of I and 9 and denoted by f * g. It is 
easy to see that the additive convolution is associative and commutative. 
We also define an operator L on all arithmetic functions f by setting 

(Lf)(n) = nf(n), n = 0, 1,2, .... 

We shall prove the following theorem. Our method of proof follows the 
general idea of Diamond [5] for deducing the Chebyshev type estimates for 
Beurling generalized prime numbers. 

Theorem 1.1. Suppose there exist constants A > 0, q > 1, r > 1, and 
c > ° such that 

(1.1) 

To prove Theorem 1.1, we need the following lemma. 

Lemma 1.2. Assume (1.1). Set Cl = E::l n-'Y. We fix positive integers 
k, l, and no such that 

and 

1 
cr'Y < -A 

- 3 ' 

k-l 1 
---:-~< -. 
no + k -l- 4r 

Define arithmetic functions U and M by setting 

{
I, il n = 0, 

U(n)= _qk, iln=k, 
0, otherwise, 

and 
M(n) = { 0, if n < no, 

qRn-'Y, if n ~ no. 

(1.2) 

(1.3) 

(1.4) 
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Then the function V = G * U * M is non- negative and V(n) -+ 00 as 
n -+ 00. 

Proof: We first note that G * M(n) = 0 and hence V(n) = 0 if n < no. 
Then we have 

( { G*M(n), if n < k, 
V n) = G * M (n) _ q" G * M (n - k), if n ? k. 

For no ~ n < k + no, it is easy to see that 

Therefore we may assume that n ? no + k. Then we have 

n 

V(n) = L: G(n - s)M(s) 

n-" 
+ L: (G(n - s) - q"G(n - k - s))M(s) (1.5) 

say. We shall show that 2.:1 is dominant and that 2.:2 is negligible. 
We denote 

G(n) = qn(A + ann-"Y), n = 1,2, ... , 

where lanl ~ c, n = 1,2, ... by (1.1). Therefore we have 

~ ? qn { ( A + (ka~-;)"Y ) (n _: + 1)"Y + ... + (A + ~) (n ~ l)"Y } 

>-- 1----2Aqn 1 {( 1)"Y 
- 3 (n - k)"Y n - k + 1 

+(1- 2 )"Y +"'+(I_~)"Y} 
n-k+2 n-l 

>-- 1---2Aqn k - l ( k - l) "Y 
- 3 (n - k)"Y n - l 

2Aqn k - l ( k - f) Aqn k - l > -- 1 - 'Y -- > - -:----:-:--
3 (n - k)"Y n - l 2 (n - k)"Y 

since, by (1.2), 

A an 2A + - > - for n >_ f, 
n"Y - 3 
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and, by (1.4), 
k-l k-l 3 

1- 'Y n -l ~ 1- 'Y no + k -l ~ 4· 
We now rewrite E2 in the form 

n an -. an-k-. 1 A ak 1 1 
{ 

n-k ( ) } 
q .~o (n - s )'1 - (n - k - s)'Y s'Y + ( + k'Y - ) (n - k )'1 

n an _. 1 an-k-. 1 1 - A 
{ 

n-k (n-k-1 ) } 

= q .~o (n - s)'Y s'Y - .~o (n - k - s)'Y s'Y + (n - k)'Y 

=qn (L:-L:), 
21 22 

say. If!(n - k) < no, then we have 

n-k 
'"' 2'1 '"' C 2'Y CC1 

I L...., I ~ (n _ k)'Y L...., (n _ s)'Y ~ (n - k)'Y 
21 .=no 

and, in the same way, 

I'"' 1< 2'YCC1 + 11- AI. 
~ - (n - k)'Y 

If l(n - k) ~ no, then 

and, in the same way, 
2'Y+1CC1 

I ~ I ~ (n _ k )'1 . 

Therefore we have the estimate 

'"' < n 2'Y+2CC1 + 11 - AI 
I ~ I - q (n _ k)'Y . (1.7) 
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From (1.5), (1.6), and (1.7), we arrive at 

qn (A(k -l) 1+2 1 I) A qn 
V (n) ;::: (n _ k)1 2 - 2 CCl - 1 - A > 2" (n _ k)1 

for n ;::: no + k. This completes the proof of the lemma. • 

Proof of Theorem 1.1: We first consider the associated power series 

00 

A#(y) = LA(n)yn (1.8) 
n=1 

of the arithmetic function A(n). From (0.1), it is easy to see that 

(1.9) 

This can be written, in an additive convolution version, as A * a = La, 
an analogue of Chebyshev's identity in classical prime number theory. We 
convolve each side of A * a = La by U * M, where the functions U and M 
are defined in Lemma 1.2, and obtain that 

A * a * U * M (n) = La * U * M (n). (1.10) 

We then show that the magnitude of the right-hand side is O(qn). Ac­
tually, for n ;::: k + 1, we have 

La *U(n) = na(n) - qk(n - k)a(n - k) 

_ n ( qn ) 
- Akq + 0 (n _ k )1-1 ' 

by (1.1). Therefore, for n ;::: no, 

Finally, from (1.10) and (1.11), for n sufficiently large, 

A(n-nt}V(nt} ~ A*V(n) ~ Kqn, 

where V = 0* U * M. This implies that A(n - nl) ~ Kqn, i.e., A(n) ~ 
K qn+n 1 , since for fixed n1 sufficiently large V(nt} ;::: 1 by Lemma 1.2 • 

Therefore we deduce the upper estimate A(n) ~ qn in Theorem 1.1 under 
rather weak condition (1.1). It is interesting that, unlike the situation in 
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a multiplicative arithmetic semigroup (see [5,14]), in the general case, the 
lower estimate A( n) ::> qn requires almost as strong hypotheses as those 
under which an abstract prime number theorem can be deduced. We shall 
see this in Example 4.1 and Theorem 3.2. 

We conclude this section by showing how to deduce the Chebyshev type 
estimates from Theorem 1.1. Let "b(n) = L:~=l A(s). Then, from Theorem 
1.1, we have "b(n) <: qn. Moreover, we have 

A(n) + 1: A(s)G(n - s) = nG(n). (1.12) 

By (1.1), G(n) = Aqn + anqnn-'Y with an <: 1 and 'Y > 1. Dividing both 
sides of (1.12) by qn, we get 

A(n) + A '" A(s) + '" an-, A(s) = nA + ~ 
qn L.J q' L.J (n - s)'Y q' n'Y- 1 

l~'~n-l l~'~n-l 

and hence 

L A(:) = n + 0(1) 
l~'~n q 

(1.13) 

by Theorem 1.1. This is a Mertens type estimate. From (1.13), we can 
easily deduce that 

1: "b(s)q-' = ~ 1 n + 0(1) 
l~'~n q 

and then "b(n) ::> qn by a simple tauberian argument. Therefore, Cheby­
shev type estimates hold. Finally, assume that 

G( n) = Aqn + 0 (~~ ) 
holds with 'Y > 3. Using the additive convolution techniques and the general 
idea of Diamond [6] for proving Selberg's formula in classical prime number 
theory, from the convolution identity 

(LA+A*A)*G=L2G, 
we can easily deduce 

nA(n) + 1: A(s)A(n - s) = 2nqn + O(qn). 

This can be rewritten as 

n A(:) + 1: A(:) A(:=-, s) = 2n + 0(1), (1.14) 
q l~'~n-l q q 

an analogue [3] of the well-known Selberg's formula. 
However, the argument in [3] deducing A(n) "" qn (the abstract prime 

number theorem) from (1.13) and (1.14) is not correct as Example 4.6 will 
show. 
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2. The abstract prime number theorem 
and the zeros of the generating function 

537 

From (0.1), we can see that n:=l(1-ym)-P(m) converges absolutely and 
hence the generating function Z# (y) has no zeros in the disk {Iyl < q-l} 
if G(n) < qn. However, whether the zero-free region of Z#(y) may be 
extended to include the circle Iyl = q-l is, in the general case, a complicated 
problem which requires strong hypotheses as Example 4.1 will show. The 
following Theorems 2.1 and 2.3 give the connection of the abstract prime 
number theorem with the zeros of Z#(y) on Iyl = q-l. 

Theorem 2.1. Suppose that there exist constants q > 1 and 'Y > 1 such 
that 

(2.1) 

and 

G( n) - qG( n - 1) = 0 (!: ) (2.2) 

holds. Then Z#(y) has no zeros on the circle Iyl = q-l. 

Remark: Condition (1.1) implies (2.2) and, conversely, condition (2.2) 
implies that G(n) = Aqn + O(qnn-1'+l). 

To prove Theorem 2.1, we need the following lemma. 

Lemma 2.2. Let'Y be a constant satisfying 1 < 'Y < 2. Then we have 

Proof: Actually, we have 

say. It is easy to see that 

L ~ (Xl - X2) L n1'1_l ~ (Xl - X2) (1 + l(Xl-Xl)_l X-1'+ldX) 
1 n~(xl-x2)-1 

< (Xl - X2P-l 

and that 

L ~ L n-1' ~ (Xl - X2P + 100 
-1 X-1' dx < (Xl - X2P- l I 

2 n>(xl-x2)-1 (1'1-1'2) 
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Proof of Theorem 2.1: We consider the function 

00 

Z(y) := (1- qy)Z#(y) = I + ~)G(n) - qG(n - I))yn 
n=l 

which has a continuous continuation to the circle Iyl = q-l by (2.2). It 
suffices to show that Z(y) has no zeros on Iyl = q-l. 

On the one hand, by (0.1), we have 

We set an = A(n) - qn. Then, by (2.1), an = o(qn). It turns out that 

00 

log(Z(reill )) = L ~rneinll, 
n=l 

since Z(O) = 1. Therefore, for any given ( > 0, we have 

IZ(re")I = exp { Re t, a"~-" (rq)".;"· } 

2: • -, exp { -, t, (r~" } = .-'(1- rq)', 

(2.3) 

where c = c(() is a constant, since Re anq-neinll > -( for n ~ no. 
On the other hand, by (2.2), we have 

00 

IZ(rleill ) - Z(reill ) I 5 L IG(n) - qG(n -1)I(r~ - rn) 
n=l 

for 05 r < rl < q-l. It follows that 

IZ(rleill ) - Z(reill)1 <: (qrl - qryr-l (2.4) 

from Lemma 2.2. 
Now suppose Theorem 2.1 is false and Z(q-1eill ) = o. Then, upon letting 

rl - q-l in (2.4), we would obtain 
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Taking f = (1' - 1)/2 in (2.3), we would have 

or 

this is certainly absurd for r sufficiently close to q-l. I 
Conversely, we have the following result which is a "conditional" abstract 

prime number theorem and an inverse of Theorem 2.1 in some sense. More­
over, it is a generalization of a conjecture of Bateman and Diamond [2] for 
Beurling generalized prime numbers. 

Theorem 2.3. Suppose that there exists a constant q > 1 such that 

00 

L q-2n n2\G(n) - qG(n - lW < 00. (2.5) 
n=l 

If Z(y) = (1 - qy)Z#(y) is continuous on the closed disk {\y\ ~ q-l} and 
has no zeros on the circle \y\ = q-l then 

A(n) '" qn (P.N.T.). 

Proof: We first note that the condition (2.5) implies the absolute conver­
gence of Z#(y) = n:=l (1- ym)-P(m) for \y\ < q-l and hence that Z#(y) 
has no zeros in this disk. We then have 

# qy Z'(y) ~ -
A (y) = --+ y- = L..t A(n)yn, 

1 - qy Z(y) n=l 

Therefore, 
- 1 1 Z'(y) A(n) = qn + _. __ y-ndy 

2n IYI=r Z(y) 

with 0 < r < q-l. We note that 

00 

= 211' L n2(G(n) - qG(n - 1))2q-2n+2«qrt-1 - (qrt)n-l)2 
n=l 

--+0 
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as r, rl -+ q-l_ by (2.5), since ((qr)n-l_ (qrt)n-l)2 < 1. Therefore, there 
exists a function F(O) E L2[-1I', 11'] such that Z'(reil ) -+ F(O) in L2[-1I', 11'] 
as r -+ q-l_. It follows that 

1· 1 1. Z'(y) -nd qn-l 11i' -i(n-l)1 F(O) dO 1m -. --y y=-- e . 
r-+q-l_ 211" IYI=r Z(y) 211' -1i' Z(q-le·') 

since Z(y) is continuous in {Iyl $ q-l} and has no zeros on it. Therefore, 
we have 

A(n) = qn + _q_ e-·(n-l)1 . dO = qn + o(qn) - n-l 11i'. F(O) 
211' -11' Z(q- 1ell ) , 

for the last integral tends to zero as n -+ 00 by the Riemann-Lebesgue 
lemma. I 

Corollary 2.4. Suppose there exist constants q > 1, A > 0, and"Y > ~ 
such that 

G(n) = Aqn + O(qn /n'Y). 

If Z(y) has no zeros on the circle Iyl = q-l then A(n) "" qn holds. 

The next result is also a "conditional" abstract prime number theorem 
but with a remainder term. 

Theorem 2.5. Suppose that there exist constants A > 0, q > 1, and v 
with ° $ v < 1 such that 

G(n) = Aqn + O(q"n) (2.6) 

holds. If the function Z#(y) has no zeros on the circle Iyl = q-l, then 

A(n) = qn + O(q'n) (2.7) 

holds for some 0 with v < 0 < 1. 

Remark: This theorem is essentially a result in [4]. However, we should 
note that the condition (2.6) with v ~ i does not guarantee that Z#(y) has 
no zeros on the circle Iyl = q-l as Example 4.1 will show. Therefore, the 
main statement (2) in [4] is wrong for v ~ i. Also, (2.7) can be improved 
(see [8]). 

Proof: We note that the function Z(y) = (1 - qy)Z#(y) is holomorphic 
in the disk {Iyl < q-II} by (2.6) and has no zeros in the disk {Iyl $ q-l}. 
Therefore, there exist some constant 01 with v < 01 < 1 such that Z(y) has 
no zeros in {IYI < q-11 }. If we shift the integration path in the formula 

-() n 1 1. Z'(y) -nd 
A n = q + -2 . Z( ) Y Y 

11'1 IYI=r Y 
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with r < q-1 to a circle with r = q-fJ where 81 < 8 < 1 and without zeros 
of Z#(y) on it, then we arrive at the conclusion. I 

Although Theorem 2.5 is "conditional", it applies to some natural ex­
amples given in [11] in which the fact Z#(y) has no zeros on Iyl = q-1 is 
known. 

3. The abstract prime number theorem 

The key to establish the abstract prime number theorem is to show that 
the generating function Z#(y) has no zeros on the circle Iyl = q-l. For this 
we have the following theorem; which is sharp. 

Theorem 3.1. If there exist constants q > 1 and A > 0 such that 

00 

I)G(n) - Aqn)2q-n < 00 (3.1) 
n=1 

then Z#(y) has no zeros on the circle Iyl = q-l. 

To prove Theorem 3.1, we first note that, by (3.1), 

Therefore, Z#(y) has an analytic continuation in the disk {Iyl < q-t} as 
a meromorphic function with the only singularity a pole of order one at 
y = q-l. We divide the proof of Theorem 3.1 into several lemmas. 

Lemma 3.2. Z#(y) has no zeros on the circle Iyl = q-1 except at the 
point y = _q-l where it has a zero of order at most one. 

Proof: Consider the associated "zeta function" (8) := Z#(q-8) with 
Re s = u > !. Then 

00 

(u + it) = II (1- q-m(u+it»)-P(m) 
m=1 

for u > 1 and we have 

(u) = Z#(q-U) = f G(n)q-nu = A::~q (1 + O(u - 1)). 
n=O 

Since 
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{
OO_ 001 } 

= exp f. P(m) {; kq- mh(3 + 4 cos(tkm log q) + cos(2tkm log q)) 

~1 

for 0" > 1, ((0" + it) has no zeros on the line 0" = 1 except possibly at those 
points with t = m1r/logq, m = ±1,±3, ... where it has a zero of order 
at most one. Therefore Z#(y) has no zeros on the circle Iyl = q-l except 
possibly at the point y = _q-l where it has at most a simple zero. I 

Lemma 3.3. Suppose that Z#(y) has a zero at y = _q-l. Let 

00 

Z#(y)Z#( -y) = 1 + E H(n)yn. 
n=l 

Then 
(3.2) 

Proof: We first show that 

lim 111" IZ#(re i9 ) - Z#(rle i9 )12dO = O. (3.3) 
r,rl-q- t - -11" 

Actually, we have 
Z#(y) = g(y) + f(y) 

where 
00 

g(y) = l~q:y, f(y) = 1+ E(G(n)-Aqn)yn. 
n=l 

The function f(y) is holomorphic in the disk {Iyl < q-t} by (3.1) and we 
have 

00 

= 21r E(G(n) - Aqn)2q-n«qtrt - (qtrlt)2 
n=l 

for r < q-t, rl < q-t. We note that «qh)n - (qht}n)2 < 1. Therefore, 
by (3.1), 
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Also note that g(y) is uniformly continuous on the annulus {q- i ~ Iyl ~ 
q-t}. Therefore, (3.3) follows from the inequality 

IZ#(rei8 ) - Z#(rlei8 )12 

~ 2(lg(rei8 ) - g(rlei8 )1 2 + 1!(rei8 ) - !(rlei8W)· 

We now consider Z#(y)Z#( -y). By the hypothesis that Z#(y) has a 
zero at y = _q-l, Z#(y)Z#( -y) has no poles at y = q-l and y = _q-l. 

Therefore, it is holomorphic in the disk {Iyl < q- t}. We have 

(3.4) 

By (3.3), there exists a function F(O) E Ld-1I', 11'] such that 

Therefore, if we take the limit as r - q-t - on the right-hand side of (3.4), 
then we obtain that 

H(n) = q~ 111' e- in8 F(O)dO. 
211' -11' 

It follows that H(n) = o(qt) since the last integral tends to zero as n - 00 

by the Riemann-Lebesgue lemma. I 

Lemma 3.4. Suppose that Z#(y) has a zero at y = _q-l. Let 

00 00 

Zl(y):= II (1 - ym)-P(m) = 1 + L G1(n)yn. 

Then 

Proof: Consider 

m=l 
modd 

limsupG1(n)q-n > O. 
n-oo 

00 00 

n=l 

(3.5) 

Z#(y)Z#(-y) = II (1- ym)-2P(m) II (1- y2m)-P(m), Iyl < q-l. 
m=l 

meven 
m=l 
modd 
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We have 

since, at y = q-1, Z#(y) has a pole of order one, whereas Z#( -y) has a zero 
of order one and the infinite product is positive for 0 < y < q-1. Note that 
n~=1 (1 - y2mt P(m) converges for y = q-1 since n~=1 (1- ym)-P(m) 

moM m~d 

converges for y = q-2. This implies that 

00 

lim II (1- ym)-2P(m) = B~ > 0 
y ..... q-l_ m=1 

met/en 

and hence 
00 

lim II (1 - ym)-P(m) = B1 > o. 
y ..... q-l_ m=1 

met/en 

We now write 

with 
00 

Z2(y) = II (1- ym)-P(m), Iyl < q-1. 
m=1 

met/en 

Then we have 

(1 - qy)Z#(y) A 
lim (1- qy)Z1(Y) = lim Z ( ) = -B = B2 > o. (3.6) 

y ..... q-l_ y ..... q-l_ 2 Y 1 

We claim that 

n ..... oo 

Otherwise, limsupn ..... oo G1(n)q-n < B2• Then, for n ~ no, 

with a constant B3 satisfying lim supn ..... oo Ch (n )q-n < B3 < B2. Hence we 
would have 

lim (1- qy)Z1(Y) 
y ..... q-l_ 

:::; 2ir:L (1- qy) (1 + E G1(n)yn + E B3qnyn) 
y q n<no n~no 
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this contradicts (3.6) .• 

Proof of Theorem 3.1: We write 

00 00 

II (1- ym)-2P(m) = 1 + L: Ga(n)yn, Iyl < q-1 
m=1 n=1 

mellen 

and 
00 

Z1(y2) = 1 + ~ G4(n)yn, Iyl < q-1. 
n=1 

Then we have 
G4(n) = {G1(~)' if n is even, 

0, if n is odd. 

Now we have 

00 00 

Z#(y)Z#( -y) = II (1- ymt 2P(m) Z1(y2) = 1 + L H(n)yn. 
m=1 n=1 

mellen 

Therefore, 

H(n) = G4(n) + Ga(1)G4(n -1) + ... + Ga(n - 1)G4(1) + Ga(n) 

~ G4(n). 

545 

Suppose that Theorem 3.1 is not true and that Z#(y) has a zero at y = 
_q-1. Then we would have 

by (3.5); this contradicts (3.2) .• 

Corollary 3.5. If there exist constants q > 1, A > 0, and 'Y > ~ such that 

holds, then Z#(y) has no zeros on the circle Iyl = q-1. 

This Corollary combined with Example 4.1 shows that Theorem 3.1 is 
sharp. 

Furthermore, by combining Corollary 3.5 and Theorem 2.5, we obtain 
the following theorem. 
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Theorem 3.6. Suppose that there exist constants q > 1, A > 0, and /I 

with 0 :$ /I < ~ such that 

G(n) = Aqn + O(qvn), n = 1,2, ... 

or, with /I = ~, there exists i > ~ such that 

G(n) = Aqn + O(qtn-"Y), n = 1,2, .... 

Then 
A(n) = qn + O(qBn) 

holds for some (J with /I < (J < 1. 

Remark: (3.7) can be improved (see [8]). 

4. Two examples 

(3.7) 

In this section, we will give two examples. The first one shows that 
Theorem 3.1 is sharp, that Knopfmacher's theorem [8] cannot hold without 
the hypothesis that Z#(y) has no zeros on the circle Iyl = q-l, and that a 
positive lower bound for A(n)q-n does not exist even with G(n) subject to 
rather strong hypotheses. The second one shows that the argument given 
in [3] is not valid. 

Example 4.1: Let q be a positive integer and q ~ 2. Let 

2q" == rk mod k, 0:$ rk < k 

for Ie = 1,2, .... We set 

F(k) = { t(2qk - rk) + 1, if k is odd, 
1, if k is even, 

(we can even put F(k) = 0 for k even). Then F{Ie), k = 1,2, ... , are all 
positive integers and kP{k) <t:: qk. We note that leP{k) > 2qk if k is odd. 
Therefore, we have 

{ 
2qn + en, if n is odd, 

A(n) = L kF(k) = 2qt + cn, if n = 2k with k odd, 

kin en, if 41n, 
(4.1) 

where en > 0 and Cn <t:: qi'logn. Thus, the P.N.T. does not hold. 
It is easy to see that 

00 

Z#(y) = II (1- ym)-P(m) 
m=l 

converges absolutely in the disk {Iyl < q-l}. We shall prove the following 
proposition. 



ABSTRACT PRIME NUMBER THEOREM 547 

Proposition 4.2. If we write 

00 

Z#(y) = 1 + L: G(n)yn 
n=l 

then there exists a positive constant A such that 

(4.2) 

holds for n sufficiently large. Moreover, Z#(y) has a zero of order one at 
y = _q-l. 

We devide the prof of Proposition 4.2 into several lemmas. 
Let 1) be the domain formed by cutting the complex plane along the real 

axis from -00 to -q-t and from qt to +00 and along the imaginary axis 
f . t . _1. d f . 1. t . rom -200 0 -2q l an rom aq l 0 200. 

Lemma 4.3. The function Z#(y) has an analytic continuation in 1)n{lyl < 
q- i} as a single-valued meromorphic functin with the only singularity a 
pole of order one at y = q-l and the only zero of order one at 'II = _q-l. 

Proof: By (4.1), we have 

d Z#( ) 
dy y 2qy 2qy2 

Y Z#(y) = A#(y) = 1- (qy)2 + 1- (qy2)2 + y/(y), Iyl < q-l, 

where the function /(y) = E~l cnyn-l is holomorphic in the disk {Iyl < 
q- t}. It turns out that 

where the function F(y) = E~l cnn-1yn is, like /(y), holomorphic in the 
disk {Iyl < q-i}. Moreover, in (4.3), the function 

M(y):= (1 + qy2) t 
1- qy2 

is the single-valued branch with M(O) = 1 ofthe associated multiple-valued 
function. The domain where M(y) is holomorphic is 1). I 

We have 
- 1 1. Z#(y) G(n) = -2 • --n:jTdy 

'In 11I1=rl Y 
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where 0 < rl < q-l. From Lemma 4.3, if we shift the integraticn contour 
to the circle Iyl = q- !-f then we will obtain that 

- - Z#(y) 1 1. # -n-l G(n) - -Resy=q-l ~ + -2 • Z (y)y dy 
Y 11'1 Iyl=q- ;-. 

= 2 (q + 1)! eF(q-l)qn + Of(q(Hf)n). 
q-1 

However, it is possible to get the more accurate estimate (4.2) by introduc­
ing a complicated integration path C (Fig. 1) 

J F 

K 
o -1 

A q"T 

P T 

Figure 1 

Lemma 4.4. We have 

G{n) = Aqn + .!.(I~l) + I~2) + I~3) + I~4» + Of{q(t+f)n), (4.4) 
11' 
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where 

11. qt-· (2)!' ! I(3)--~1 -n-l a -1 l+zq 2 a {F(' -t )}d n -. a 2 1 exp lq a a, 
In 1 a + 1 1 - iq 2 a 

( q ~lqt-. (a2-1)tl-iqta 1 
1 4) = (-It+1-. a- n - 1 -- exp{F(-iq- 2 a)}da. 
n zn 1 a2+1 l+iq!a 

Proof: We define an integration contour C which consists of the circle 
Iyl = r2 with r2 = q- !-f cut at points ±q-!-f, ±iq-!-f, the line segments 
AB and NO on the lower edge of the cut of V along the real axis, the line 
segments DE and K L on the upper edge, the segments FG and ST on 
the right edge of the cut along the imaginary axis, the segments I J and 
PQ on the left edge, and the small circles BCD, GH I, LM N, and QRS 
centered at q-! , iq-! , -q-! , and -iq-! respectively with the same radius 
TJ sufficiently small. Thus, we have 

- 1 1 Z#(y) G(n) = Aqn + -. --dy 
271"l C yn+1 

(4.5) 

1 

with A = 2 (~) 2 exp{ F(q-l)} > O. We shall estimate the last integral 

on each part of C separately. 
It is easy to see that the integrals on the arcs E F, J K, 0 P, and T A 

are all Of(q(k+f)n). To evaluate the integrals on the line segments, we now 
1 

consider the function M(y) = (~~:~~) 2. We note that M(y) gets a factor 

-1 when y jumps from AB to DE and so does the integrand Z#(y)y-n-l. 
We also note that the argument of 1 - q1 y increases by -71" and hence the 
argument of M(y) increases by 71"/2 when y tours from C to D along the 
circle BCD. Therefore we have 

( { + ( ) Z#(y)dy= 2 { Z#(y)dy 
iAB iDE yn+1 iDE yn+l 

_1--. 1 (4.6) 
= 2 r 3 i_1_1 + qy (qy2 + 1) 2 eF(Y)dy. 

i q-!+'1 yn+ll_qy qy2-1 
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Similarly, we have 

( f + f ) Z#(y) dy = 2 f Z#(y) dy 
iKL iNO yn+l iNO yn+l 

_ 2j-q-t-.. 1 1 + qy (qy2 + 1) t F(lI)d - z----- e y, -q-t _II yn+l 1- qy qy2 - 1 

(4.7) 

( f + f ) Z# (y) dy = 2 f Z# (y) dy 
iFG lIJ yn+1 lIJ yn+1 

(4.8) 

and 

( f + f ) Z# (y) dy = 2 f Z# (y) dy 
iPQ iST yn+l 1sT yn+1 

(4.9) 
-q-t-· . (2 )t = 2 _1_1 + ztq qt - 1 eF(it)dt. l q-t_ II (it)n+l1-itq qt2+1 

Moreover, on the circle BCD, if we set y - q- t = '1ei9, 0 ~ () ~ 211', then 
we have 

and hence 

[ Z:i~)dy-+O as'1-+O 
lBeD Y 

since the circumference of BCD is 211''1. Similarly, the integrals on the small 
circles GHI, LMN, and QRS tend to zero as '1 - 0 too. 

From (4.6), (4.7), (4.8), and (4.9), if we let '1 - 0 in (4.5) and take the 
limit on the right-hand side then we obtain that 

where 
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1(4) = _ _. __ ~ L=- eF(it)dt. j_q-t-. 1 1 't (t2 1) t 
n -q-t Intn+1 1 - ltq qt2 + 1 

Now if we make the substitution y = q- t a in I~1), t = q- t a in I~3), 
y = -q- t a in I~2), and t = -q- t a in IA 4) then the required expressions 
of I~1), I~2), IA3), and I~4) follow. I 

Lemma 4.5. We have 

n-t ~ la a-n- 1(a - 1)-tda ~ n- t , 

where a is an arbitrary constant with a > 1. 

Proof: Actually we have 

(+1. (1)-t (+1. 
i1 "a-n - 1(a -1)- t da ~ -;; i1" a-n - 1da > n- t (1- 2e- 1) 

and, by integration by parts, 

Also, we have 

Proof of Proposition 4.2: By Lemma 4.4, it remains to show that 

q~n-t ~ II~1) + I~2) + I~3) + IA4) I ~ q~n-t (4.10) 

holds for n sufficiently large. We rewrite 

1(1)+1(2)- ~ -n-1 ~ _q a+ {F( -t)} Jq1 -- (2 1)t ( t 1 
n n - q a 2 1 1. exp q a 

1 a- q2a-l 

1. ) q2 a -1 1. 
+(_1)n+1 1. exp{F(-q- 2 a)} da. 

q 2 a + 1 
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Hence, by Lemma 4.5, 

Moreover, we have 

1-· ! 1 "jg (a2 +1)2 4q 2a 1 = _q"2 a-n - 1 -2--1 2 1 exp{F(q- 2 a)}da, 
1 a - qa-

since the coefficients of F(y) = L::=1 cn n-1yn are all positive and hence 
F(q-!a) ~ F( -q-!a). It follows that 

/(1) + /(2) < -cq~n-! n n_ 

for some constant c > 0 by Lemma 4.5. Therefore 

q~n-! ~ II~1) + I~2)1 ~ q~n-!. 

Finally, we have 

gi-' 
II~3) + I~4)1 ~ q~ 1 a-n - 1da ~ q~n-1. 

This proves (4.10) and completes the proof of Proposition 4.2. I 
We now give the second example. In [3], Bombieri first showed that 

and 

m-1 

mam + L aiam-i = 2m + 0(1) 
i=1 

m 

Lai = m+ 0(1), 
i=1 

where am = Nmjqm ~ 0 (or, in our notation, A(m)jqm, see (1.13) and 
(1.14)). Introducing ak = 1 + rk, Rm = m-1 L:k:5m rkrm-k and 

lim sup ~ L r~ = A, 
m .... oo m k:5 m 
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he then arrived at 

(4.11) 

by Wirsing's lemma. This made it possible to conclude that rm -+ 0, i.e., 
Nm/qm -+ 1 as m -+ 00. However, the proof of (4.11) is not correct as the 
following simple example shows. 

Example 4.6: Consider the sequence {an} define by 

It is easy to see that 

and 

am = { 2, if m is odd, 

0, if m is even. 

m-l 

mam + L aiam-i = 2m, 
i=l 

~ 1-(-1)m 
f...Jai = m + 2 ' 
i=l 

~ {-1, ifm is odd, 
f...JRk = 
i=l 0, if m is even, 

1 m 

- LRi = 1. 
m i=l 

This means (4.11) is not true for {an}. 

5. The Riemann hypothesis 

Weil's theorem [13] gave the first proof of the so-called Riemann hy­
pothesis for algebraic curves over Galois fields. We may also consider an 
analogue of the Riemann hypothesis for additive arithmetic semigroups. 

Suppose G is an additive arithmetic semigroup for which 

G(n) = Aqn + O(q"n), n = 1,2, ... (5.1) 

for some constants q > 1, A > 0, and v with ° ~ v < 1/2. Then the 
associated generating function Z#(y) has an analytic continuation in the 
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disk {Iyl < q-"} as a meromorphic function with the only singularity a 
simple pole at y = q-l. The Riemann hypothesis for G is the assertion 
that Z#(y) has no zeros in the disk {Iyl < q-l/2}. A problem [4] relevant 
to this hypothesis is to describe more precisely in terms of /I the quantity 
() in the remainder term of the abstract prime number theorem (see (3.7)). 
The following example shows that there is not too much we can say about 
() in terms of /I, and that, in the general case, the Riemann hypothesis is 
not true for additive arithmetic semigroups. 

Example 5.1. Let q and TJ be real numbers with q > 1 and 1 > TJ > O. 
Let k be a positive integer and k ;::: 2. We set 

for m = 1,2, ... , where J.J is the Mobius function in N. Let ql = ql-'1. We 
set 

{ 
[qm], 

Sm = [qm - L qlJ.J(~) - t S,(m)], 
rim 1=2 

if m < mo, 

if m;::: mo, 

for m = 1,2, ... , where [a] denotes the largest integer not exceeding a and 
mo is sufficiently large. Plainly, 

and, if 11m, 

Therefore, we have 

if m ;::: mo(TJ, k), and hence the Sm are positive integers. Moreover, Sm ~ 
2qm. 
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Let 

for m = 1,2, .... We then set 

- 1 
P(m) = -(Sm - rm + m). 

m 

Then P(m), m = 1,2, ... are all positive integers and we have 

with IOml < 1, if m < mo, and 

k 

mP(m) = qm - LqrJ.L(~) - LSI(m) + m - rm + Om, 
rim 1=2 

with IOml < 1, if m;::: mo. 
The associated generating function is, for Iyl < q-l , 

555 

Z#(y) = IT (1- ym)-P(m) = exp {f ~ (L:mp(m») yn} (5.2) 
m=1 n=1 min 

;exp {~~ (~(qm -~q;p(~) -t,SI(m)) ) Y' + F(+ 
where 

00 1 ( 
F(y) = L ~ L(m - rm + Om) 

n=l min 

+ L: (L:q~J.L(~) + tSI(m») )yn 
min rim 1=2 m<mo 

00 1 
= L: ~(O(n1+f) + O(qmo»)yn 

n=l 

is holomorphic in the disk {Iyl < 1}. We note that 

OO( ) 00 1 L Lqm yn = L-;log(1-qy't 1 • 

n=l min ,=1 

(5.3) 
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Moreover, since 

L:L:qlJl(~) = ql' 
min rim 

we have 

f~ (L: (- L:qlJl(~))) yn 
n=1 min rim 

00 1 
= - L: ;(qlyt = log(l - q1Y). 

n=l 

Similarly, if lin, 

m' L: S,(m) = L: L: {Jl(-) = qn/I, 
r 

min Im'ln rim' 

and if 11 n, 

L:S,(m) = O. 
min 

Therefore, 

From (5.2), (5.3), (5.4), and (5.5) we obtain 

# __ 1_ _ IToo 1 F(y) 
Z (y) - 1 (1 qlY) (1 )1/ e . _ qy _ qy8 , 

,=1:+1 

This shows that Z#(y) is a meromorphic function in the disk {Iyl < 
q-1/(k+1)} with a simple pole at y = q-l and a simple zero at y = qi1 = 
q-1+'1. It is easy to see that 

with 
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We note that TJ and k can be chosen arbitrarily small and arbitrarily large 
independently. Therefore, this example shows that, no matter how small v 
(> 0) in (5.1) is, Z#(y) may have a zero very close to Iyl = q-l. 

This example also shows that the Riemann hypothesis can hold only for 
very special algebraic function fields. 
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